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Preface

In 2010, when Wiley-VCH Verlag GmbH asked me to edit a new book on high-
pressure applications, the first thought that came to my mind was whether there was
really a requirement for compiling such a reference book. In fact, numerous
conference proceedings and even some textbooks were available that illustrated
the state of the art and special applications of high-pressure processes in detail,
offering support for production of innovative products. However, the application of
high pressure covers many different industries — from basic material production,
mechanical engineering, energy management, chemical engineering to bioproces-
sing and food processing. In engineering education, these applications even
postulate different courses of study.

Based on this background, it is not surprising that a general and comprehensive
description of industrial high-pressure processes is hardly possible. Next to basic
knowledge, the aim was now to especially include overall aspects such as the need for
applying high pressure, desirable and undesirable effects, and prospects and risks of
high-pressure processes. In this respect, my activities on high-pressure engineering
in industry and university since 1977 facilitated access to experts from various
different fields of industrial applications and scientific research who were willing
to contribute with their knowledge to special high-pressure applications.

The book is structured in three main parts. Part One is an introductory section
dealing with the history and the engineering basics of high-pressure techniques.
Part Two demonstrates classical and more recent high-pressure applications from
chemical engineering, energy management and technology, bioengineering and
food engineering, and manufacturing techniques. Part Three concentrated on
equipment, measurement, and safety devices in high-pressure processes. The
book concludes with a short survey and an evaluation of international rules that
are valid for the calculation and design of high-pressure vessels.

It is my pleasure to thank all the authors for their commitment and their highly
valuable and professional contributions. I also thank Wiley-VCH Verlag GmbH for
consistent assistance and patience.

Hamburg, June 2012 Rudolf Eggers
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1
Historical Retrospect on High-Pressure Processes
Rudolf Eggers

The historical development of high-pressure processes since the beginning of the
industrial period is based on two concepts: first, the transfer of the inner energy of
water vapor at elevated pressures into kinetic energy by the invention of the steam
engine; second, the movement of gas-phase reaction equilibrium at high pressures
enabling the production of synthetic products like ammonia. Thus, the industrial use
of high-pressure processes goes back to both mechanical and chemical engineering.
Beginning in the second half of the eighteenth century, the need of safe and gas-tight
steam vessels up to few megapascals became essential because that time many
accidents happened by bursting of pressure vessels. Chemical industry started high-
pressure synthesis processes in the early twentieth century. Compared to moderate
working pressures of steam engines, the pressure range now was extremely high
between 10 and 70 MPa. As a consequence, a fast growing requirement for high-
pressure components like high-pressure pumps, compressors, heat transfer devices,
tubes and fittings, reliable sealing systems, and in particular new pressure vessel
constructions developed.

Besides, mechanical and chemical engineering material science has promoted the
development of new high-pressure processes by creating high ductile steels with
suitable strength parameter.

Finally, the safety of high-pressure plants is of outstanding importance. Thus, in
the course of development, national safety rules for vessels, pipes, and valves have
been introduced by special organizations. For example, in 1884, the American Society
of Mechanical Engineering (ASME) launched its first standard for the uniformity of
testing methods of boilers. The German society TUV was founded in 1869 in order to
avoid the devastating explosions of steam vessels.

The following list of year dates shows essential milestones of high-pressure
processes concerning their development and technical design:

1680: Papins construction of the first autoclave for evaporating water. The design
shows the idea of an early safety valve working on an adjustable counterbalance.
1769: James Watt introduced the steam engine transferring thermal energy in
motive power.

Industrial High Pressure Applications: Processes, Equipment and Safety, First Edition. Edited by Rudolf Eggers.
© 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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1 Historical Retrospect on High-Pressure Processes

1826: Jacob Perkins demonstrated the compressibility of water by experiments
above 10 Mpa. Caused by the increasing application of steam engines, the boiling
curve of different media became of interest. It was observed that boiling
temperatures increase with rising pressure. That time one assumes a remaining
coexistence of liquid and gas phase up to any high pressure. It was the Irish
physicistand chemist Thomas Andrews who in 1860 disproved this assumption.
On the basis of experiments with carbon dioxide, he was able to demonstrate a
thermodynamic state with no difference between liquid and gas phase charac-
terized by a distinct value of temperature, pressure, and density. This point has
been called the “critical point.”

1852: J.P. Joule and W. Thompson discovered the cooling effect caused by the
expansion of gases during pressure release.

1873:].D. van der Waals gives a plausible explanation for the behavior of fluids at
supercritical condition.

1900: W. Ostwald claimed a patent on the generation of ammonia by the
combination of free nitrogen and hydrogen in the presence of contacting
substances.

1913: F. Haber and C. Bosch: First commercial plant synthesizing ammonia
from nitrogen and hydrogen at 20 Mpa and 550 °C. The reactors were sized at an
inner diameter of 300 mm and a length of 8 m. The productivity of one reactor
was 5 ton/day [1]. The pressure vessel was equipped with an in-line tube made
from softiron and degassing holes in order to protect the pressure-resistant walls
against hydrogen embrittlement. This process was the forerunner of many
others that have been developed into commercial processes [2].

1920: First application of methanol synthesis as a conversion of carbon
monoxide and hydrogen at a pressure of 31 MPa and temperatures between
300 and 340°C.

High—prﬁjre vessel

I |
Solid wall Joint operation

Forged Welded
I I I

Shrinked design Multilayer design Filament winding design

— e

Ferrand Mutiwall Schierenbeck Coillayer  Plywall
(Band)  (Strutherswells) (BASF) (Mitsubishi)
(Hitachi Zosen)

(A.O. Smith)  (Krupp)
(Thyssen)

Figure 1.1 Survey on high-pressure vessel design [3].
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1924: First industrial plant for direct hydrolysis of fuel from coal at 70 MPa based
on the Bergius process, which was claimed at 1913.

1953: Initiation of a polyethylene production at about 250 MPa.

1978: First commercial decaffeination plant using supercritical carbon dioxide as
a solvent.

The development of high-pressure vessel design is characterized by the initiation
of seamless and forged cylindrical components. The two versions are the forged solid
wall construction and a group of different layered wall constructions. Among these,
the BASF Schierenbeck vessel plays an important role, because these vessels are
manufactured without welding joints. Figure 1.1 presents an overview.

1 MPa 10 MPa 100 MPa 1000 MPa 10000 MPa

Solids

Liquids

G

Figure 1.2 Working pressures of currently used high-pressure processes.
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1 Historical Retrospect on High-Pressure Processes

Special high-pressure closures have been developed equipped with single or
double tapered sealing areas. A breakthrough toward leak-tight high-pressure devices
was without doubt the “principle of the unsupported area” from Bridgman [2]. His
idea extended the accessibility of pressures up to 10 000 MPa. Another concept is that
the metallic lens ring enabled safe connections of high-pressure tubes and fittings.

Up to now new high-pressure processes have been introduced constantly. Materi-
als like ceramics, polymers, or crystals having special properties are generated and
formed in high-pressure processes. The current increase in liquid natural gas (LNG)
plants is not possible with safe high-pressure systems. Also, the enhanced recovery of
oil and gas by fluid injection at very high pressures requires qualified compressors,
tubes, and safety valves. High-pressure fuel injection decreases the efficiency of
combustion engines.

An example of current development is the investigation of processes aiming
homogenization and even sterilization in industrial scale at high pressures up to
1000 MPa. Figure 1.2 illustrates the pressure regimes of currently operated high-
pressure processes.

References
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Basic Engineering Aspects
Rudolf Eggers

2.1
What are the Specifics of High-Pressure Processes?

It is obvious that with increasing process pressure, the distances between mole-
cules of solid, liquid, or gaseous systems become smaller. Generally, such dimin-
ishing of distances results in alterations of both the phase behavior of the system
and the transport effects of the considered process. Consequently, in designing the
high-pressure processes, not only the knowledge of phase equilibrium data for pure
and heterogeneous systems is needed from thermodynamics but also the reliable
data for material and transport properties at high pressures are of high importance,
because these can fluctuate strongly especially in the near-critical region of
a medium.

In Figure 2.1, an easily interpreted image illustrates the molecule distances
depending on pressure and temperature. The three phases — solid, liquid, and gas —
are differentiated by the phase transition lines for melting, evaporation, and
sublimation. At the critical point, the processes of condensation and evaporation
merge.

Besides the decreasing molecule distances at enhanced pressures, the diagram
reveals the continuous transfer from the gas phase into the liquid region by passing
the so-called supercritical region without any crossing of a phase change line.
Because this region is connecting the low-density region of gas and the high-density
region of liquid state, it is evident that the corresponding density gradients
without phase change are highest in the near-critical region. As a consequence,
high pressure enables the use of fluid phases as solvents with liquid-like densities and
gas-like diffusivities. Table 2.1 exemplifies that the basic engineering aspects of high-
pressure processes are based on phase equilibrium data and material properties
for both single and multicomponent systems and further they will be influenced by
relevant transport data.

Of course, plant engineering and vessel design are also basic aspects of
high-pressure processes. Due to their significance in industrial applications
of high-pressure processes, these aspects are discussed in Chapter 12. Nevertheless,

Industrial High Pressure Applications: Processes, Equipment and Safety, First Edition. Edited by Rudolf Eggers.
© 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 2.1 Molecule distances dependent on pressure and temperature.

this chapter focuses on the thermodynamic aspects of high-pressure phase equi-
librium and the influence of pressure on material and transport data for heat and
mass transfer at high pressures, including some information on basic measuring
principles, which are given in detail in Chapter 14.

Table 2.1 High-pressure phase equilibrium: material properties and transport data in
corresponding phase state.

Interfacial

Density Viscosity Diffusivity tension

i between gas

liquid like gas like and Hquid

reduced in case
of partial

/-_- ----------------- A e S miscibility

impact on
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2.2 Thermodynamic Aspects: Phase Equilibrium

2.2
Thermodynamic Aspects: Phase Equilibrium

In many industrial high-pressure processes, the involved mass flows are getting
in direct contact in order to enable heat and mass transport. The well-known
examples are extraction processes using supercritical fluids (see Chapter 8) or
liquefying processes of gas mixtures under pressure in combination with
transport and storage of natural gas [1]. Further examples are the carbon capture
and storage technology (CCS) (see Chapter 6), enhanced oil recovery processes
(see Chapter 7), refrigeration cycles, and renewable energy processes (see
Chapter 10).

Transport processes across phase boundaries of contacting phases are controlled
by driving gradients of pressure, temperature, and chemical potential of each
component inside a phase as long as phase equilibrium is not established and these
gradients are existing. A phase is defined as a homogeneous region without
discontinuities in pressure, temperature, and concentration. Thus, phase equilib-
rium is accomplished when the corresponding phases are of the same pressure
(mechanical equilibrium), of the same temperature (thermal equilibrium), and of
the same chemical potential (material equilibrium) for each component the system
contains [2]. The chemical potential of a single component represents the change of
internal energy of a system when the molar mass of this component varies. Instead
of using the relative inaccessible chemical potential, it is possible to equalize the
fugacities of the different phases. As the fugacity demonstrates an adjusted
pressure considering the forces of interaction between the molecules in a real
system, this quantity is of high importance for phase equilibrium especially
in heterogeneous high-pressure systems [3]. The Gibbs phase rule predicts
the number of degrees of freedom F for a mixture of K coexisting phases and
n components:

F=2-K+n (2.1)

The phase equilibrium constitutes a thermodynamic limitation of transfer pro-
cesses. Therefore, the knowledge of phase equilibrium is an essential precondition
for specification and calculation of high-pressure processes.

High-pressure processes need the knowledge of phase equilibrium for pure
substances, binary systems, and multicomponent system. Nowadays data of high
precision are available for pure components like water [4] and for numerous
gases [5, 6] up to very high pressures. These data are computable by empirical
equations. So far, the calculation of phase equilibrium for mixtures is recommended
by use of equations of state. As such there are modified Redlich-Kwong and
Peng—Robinson equations that have been proven for high-pressure systems [3].
Recently, the perturbation theory has attracted increasing research interest [7]. Thus,
the so-called PCSAFT equation is established for polymeric systems and further
application in high-pressure processing [8].

9
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2.3
Software and Data Collection

For modern industrial engineering, an increasing number of capable software tools
have been developed and are commercially available. Some of these are well-known
examples that have been proved of value for calculation of high-pressure phase
equilibrium: ASPEN PLUS (www.aspentech.com), Simulis Thermodynamics (www.
prosim.net), and PE 2000 Phase Equilibrium (www.sciencecentral.com). Further-
more, there are data banks with experimental data for pure components and even
multicomponent systems at high pressures (www.ddbst.com). Also, data on material
properties are available, for instance, at www.dechema.de or webbook.nist.gov/
chemistry. Finally, the well-experienced companies offer experimental determination
of unknown data for high-pressure processes.

As an example for high-pressure system properties, Figure 2.2 demonstrates the
phase behavior of CO, and Figure 2.3 illustrates the different phases of the binary
system CO,—water [9].

2.4
Phase Equilibrium: Experimental Methods and Measuring Devices

Although the direct measurement of equilibrium data for mixtures at high pressures
requires detailed experimental experience and expensive equipment, it is still an
essential and reliable way in order to obtain the data needed for the evaluation of high-
pressure processes. Recently, Dohrn et al. [10] presented a classification of experi-
mental methods for high-pressure phase equilibria. Figure 2.4 illustrates the two
main groups: analytical methods and synthetic methods. In case of analytical

10000
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=
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T T T T T T T T T T T T T T
200 220 240 260 280 300 320 340

Temperature [K]

Figure 2.2 p, T diagram for CO,.
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Figure 2.3 Binary system: CO,—H,0 [7].

methods, the composition of each of two phases have to be analyzed without need
to know precisely the composition of the overall mixture after achieving phase
equilibrium of the system under investigation within a high-pressure cell
In contrast, synthetic methods require the precise knowledge of the composition
of the overall mixture and no analysis of the equilibrium phases is required.
The subgroups in Figure 2.4 indicate the different possibilities of analyzing with

Experimental methods
for high-pressure phase equilibria

Analytical methods Synthetic methods
overa | mixturecompositionnot precisely known overd| mixturecompositionis precisely known synthesi zed
composition of phases is analyzed mixture, no analysis of equilibrium phases
I I
[ | [ |
with sampling without sampling : without a phase change
analysisnot under pressure analysisunder high pressure detection of aphase change use of materia balance
— isothermal spectroscopic ( sxati::n\?iug cdll) isothermal
|| . : gravimetric L_| nonvisual . .
isobaric e.g., suspension balances e.g., slopeof P-v curves isobaric

L | isobaric-isothermal others others

(dynamic methods) e.g., quartz microbalance e.g., measure p and volume

Figure 2.4 Classification of experimental methods for high-pressure phase equilibria. Adapted
from Ref. [10].
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and without taking samples alternatively by detection of a phase change or direct
measuring of pressure, temperature, or volume.

Because there is no ideal method for all types of phase equilibrium, some hints on
the applicability of the different measuring systems for high-pressure systems may
be obvious:

o Synthetic measuring elucidates the advantages of applicability for material
systems with coexisting phases of similar densities.

e Synthetic measuring does not need sampling. As a consequence, this method
is applicable with test cells of small volumes and it can be used up to extremely
high pressures. Moreover, the synthetic measurement normally is cheaper
compared to analytical measurements due to a small number of high-pressure
components.

e For multicomponent systems, the analytical method offers the advantages of a
precise information on the composition of the phases, whereas the synthetic
method reveals only the position of the phase transfer region.

2.5
Interfacial Phenomena and Data

In high-pressure process engineering, interfacial phenomena play an important role
especially in case of processes that exhibit high specific areas for heat and mass
transfer. Itis well known that the efficiency of transport processes is related directly to
the size of the phase boundaries. Also, reaction rates have a role in high-pressure
processes. Furthermore, the activity of ingredients in pharmaceutical, cosmetic, and
food products is increased by processing high levels of interfacial area. Interfaces can
be formed between volume phases in solid, liquid, or gaseous state. Thus, except for
gas/gas interfaces, five types are possible, which are listed in Table 2.2 together with
related high-pressure processes.

Interfacial phenomena like formation of bubbles and droplets, foaming, falling
films, coalescing, dispersing, wetting of surfaces, and interfacial convection are often
present in moving boundaries, which are processed in high-pressure columns,
nozzles, heat exchangers, and pump systems.

Table 2.2 Interfaces in high-pressure processes.

Type Example of high-pressure process
Solid/solid (s/s) Drilling
Solid/liquid (s/) Jet cutting
Solid/gas (s/g) Supercritical extraction
Liquid/liquid (i) Homogenizing

(

Liquid/gas 1/g) Evaporation
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Figure2.5 Density profile of CO, within the phase boundary region for different reduced pressures
as a function of the distance coordinate [11].

A microscopic view down to molecular scale reveals the nature of fluid-phase
boundaries as finite volume phases between two contacting and corresponding
phases. As a consequence, properties are changing continuously from one phase to
the other across the finite interfacial distance, as demonstrated in Figure 2.5, for the
density profile of CO, [11]. At high pressures, the interfacial region increases, which
also happens for interfaces between different fluids being partial miscible.

An illustrative explanation of the interfacial tension o is the effort of reversible
energy that is needed in order to create new interface between two phases.

_ dErev

0= (2.2)

A usual interpretation from mechanics is the work of creating new surface area by
moving molecules from the bulk phase to the interface, whereas the thermodynamic
interpretation is a change of inner energy when the surface area is altered.

Including the finite interface as a further phase into the fundamental equation of
thermodynamics for the free energy F and the free enthalpy G [12],

dF = —Sdt—pdV + odA + u,dn; (2.3)

dG = —Sdt+ Vdp+ odA + u,dn; (2.4)

opens the possibility of deriving the dependency of the interfacial tension from the
pressure and the temperature of a process:

0o oS
(ﬁ) V., An; T (a) T.pn (25)
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60) (6 V)
il = (== 2.6
(ap T,An; 0A T.p,ni ( )

Equation (2.5) explains the temperature dependency of the interfacial tension as
the change in entropy during the formation of surface. Increasing temperatures are
combined with rising mobility of molecules. Thus, the work of forming new surface
area becomes lower and the interfacial tension is decreased at elevated process
temperatures.

On the contrary, the interfacial tension between fluid phases usually decreases at
higher process pressures. This reveals an attractive feature for spray processes at high
pressures [13]. Following Eq. (2.6), this means an enhancement of molecule
concentration within the interfacial volume (adsorption) and in summary a volume
decrease of the total system at constant pressure appears.

As an example, Figure 2.6 illustrates the surface tension of water as a function of
the vapor pressure [14].

A further example of a two-component system demonstrates the interfacial tension
of water and ethanol in contact with carbon dioxide (Figure 2.7) [15].

The reverse is rarely possible: a decrease in molecule concentration of the
interfacial volume leading to an isobaric increase of total volume and thus the
interfacial tension increases at higher process pressures. A known example is
represented by the interfacial tension between helium and water [16].

Although most data of interfacial tension are experimentally determined, the
prediction of interfacial tension by application of the Cahn—Hillliard theory [17] is of
increasing interest. This theory describes the thermodynamic properties of a system
where an interface exists between two phases being in equilibrium. Recently, the
calculation of the interfacial tension for some binary systems at high pressures has
approved the applicability of the Cahn—Hillliard theory [18, 19].
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Figure 2.6 Surface tension of water dependent on temperature at saturation pressure. Adapted
from Ref. [14].
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Figure 2.7 Interfacial tension of the system CO,—H,0 [15].

In high-pressure processes, often droplets and bubbles are important owing
to their high surface area for heat and mass transport. Whereas plane fluid
surfaces without external forces are pressure equilibrated, curved interfaces are
balanced by the size keeping surface forces and the forces that are acting by the inner
pressure in a spherical geometry like a bubble or a droplet with diameter D in
equilibrium.

onD = Apg D? (2.7)

The pressure difference is called capillary pressure.

40 20

A
P D r

(2.8)
As an example, high hydrostatic pressures have to be applied for recovery of oil
from reservoirs having capillary structures (see Chapter 7):
Aogh = 270 (2.9)
Arbitrary curved interfaces are to be calculated by the two orthogonal radii of

curvature r; and r,. The balance of forces [12] leads to the Young-Laplace equation
that enables the calculation of the inner pressure or the interfacial tension.

Ao = o(l + l) (2.10)

r r

The Young-Laplace equation incorporates the special cases for spherical,
cylindrical, and plane surfaces.

15
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Sphere:
2
Ap="2 n=r=r (2.11)
.
Cylinder.
Ap=2, r=o0 (2.12)
n
Plane layer.
Ap=0, n=n=0x (2.13)

These equations are useful for measuring principles that enable the determination
of interfacial tension even for high-pressure applications (see Chapter 7).

Furthermore, the wetting behavior of liquids on solid surfaces is of high interest
for many high-pressure processes. As such the design of separation processes that
are carried out in high-pressure columns requires knowledge on the degree of wetted
surfaces in structured packing or falling films [20]. Generally, the Young equation
describes the static wetting angle of liquids on solid surfaces by a balance of the three
acting forces corresponding to the surface tensions o4, 05, 054 (Figure 2.8) [12].

Osg = Os] + 014 COS 0 (2.14)

Liquids in capillary structures revealing high wetting corresponding to capillary
rising of convex fluid interfaces show a lowering of vapor pressure. This is in
accordance with a positive hydrostatic pressure that has to be equilibrated by an
equivalent decrease of vapor pressure (Eq. (2.9)). On the other hand, nonwetting
liquids are resulting in concave fluid interfaces combined with a capillary depression
that has to be balanced by an increased vapor pressure. Thus, strong convex curved
liquid-phase boundaries being present in very small bubbles are characterized by
vapor pressure lowering and the concave liquid surfaces represented by droplets are
of enhanced vapor pressure. As a consequence, small droplets are quick evaporating
and small bubbles are often very stable. These phenomena may be useful in high-
pressure processes like spraying and drying of liquids [14], particle generation of
supersaturated solutions [21], foaming by bubble generation in polymers [22], and
even in processing high-pressure vapor in power plants (see Chapter 6).

The change of vapor pressure at very low radii in droplets and bubbles is given by
the Kelvin equation that combines the capillary pressure (Eq. (2.8)) and the capillary

O'|'g

O-s,g O-S,| S

Figure 2.8 Wetting angle on solid surfaces.
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height h (Eq. (2.9)) with h > 0 for convex liquid-phase boundaries like bubbles and
h < 0 for concave liquid-phase boundaries like droplet surfaces. In order to use the
Kelvin equation (2.15) for high-pressure applications, one has to consider that this
basic law is derived by expressing the vapor density via the law of ideal gases and
further introducing the pressure altitude.

? 2Mgo
e exp (i RTrQ’> (2.15)

Nevertheless, the exponent of the Kelvin equation is of interest for high-pressure
processes because both figures, the interfacial tension in most cases and the enthalpy
of evaporation, decrease at elevated pressures.

From the Young equation (2.14), it is evident that in case of decreasing interfacial
tension between the liquid and the gas phase, the wetting angle 6 continuously
increases as long as it does not pass 90°. However, the other two surface energies oy
and o,z may also change with pressure. This will happen when the pressurized gas
phase or even components from a dense gas mixture become partially miscible in the
liquid phase. Thus, without the knowledge of 0, and o, g, no reliable prediction of
the wetting angle is possible. Unfortunately, a direct measurement of the interfacial
energies of solid surfaces is not possible. There are theoretical approaches for the
calculation of these data, for instance, the method of Wenn, Girifalco, and
Folkes [23, 24], but these theories are not proven yet for the application at high
pressures.

As an example, Figure 2.9 illustrates experimental results of the static wetting
angle when a droplet of water or oil is deposited on a clean steel surface [23].

In fact, in case of water, the wetting angle rises with increasing pressure until a
constant remaining value at high pressures. Thus, a falling aqueous film may detach
in contact with dense carbon dioxide operated in a desorption column at high
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Figure 2.9 Wetting angle of water and oil on a flat steel surface [18].
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Figure 2.10 Pressure dependence of the wetting angle [25].

pressures [24]. In contrast, no risk of a detaching film will exist when an oily system is
processed in a high-pressure column [24]. An improved knowledge of the wetting
behavior is available by measuring both the static and the dynamic wetting angle.
This is demonstrated for the aqueous and oily system in Figure 2.10 [25].

Although the comparison elucidates the lowered wetting angle in case of a moved
aqueous liquid due to the additional acting inertial force, the risk of film detaching
from the solid surface is enhanced at high pressures. Furthermore, the mass transfer
in a high-pressure liquid/gas column is influenced by high densities of the gas phase.
The decreasing density difference between both phases results in an enhanced
thickness of the falling film in combination with decreasing flow velocities. Thus, the
mass transfer resistance is increased. Finally, the shear stress 7 at the interface is no
longer negligible and instabilities may support the formation of a wavy film. Often
heat and mass transport across these moved phase boundaries lead to gradients of the
interfacial tension along the falling film surface. In consequence, interfacial con-
vection phenomena (called Marangoni convection) [26] occur that superpose the
convective transport normal to the phase boundary.

The general equations for the calculation of the film thickness 9, the film velocity w,
and shear stress [27] read as follows:

Film thickness
Laminar:

2\ 1/3
O = (3 ’7—1> Re'/? (2.16a)
otg

2
1

Turbulent:

O = 0.3020; Re'/°,  Re > 400 (2.16b)
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Film velocity
Aog < Y’ ) v
Wy =—=|—% +y )+ — 2.17
w== =7 )5y (2.17)
ow
T=4y (—) =5 (2.18)

High-pressure processes like absorption or condensation of gases show significant
reduction of density differences and interfacial tension. Often the viscosity data of the
film phase becomes low at higher pressures by dissolving gases [25].

Also, the formation of droplets in spray processes is controlled by interfacial
phenomena revealing at high pressures. Falling droplets are characterized by the
Weber number.

wid
We = O

- (2.19)

The Weber number is derived by a balance of the inertial and the surface forces [14].
High-pressure spraying processes lead to very small droplet diameters because the
gas density g, and the velocity w; at the nozzle outlet are high, while the interfacial
tension normally diminishes at elevated pressures.

Figure 2.11 illustrates the extended spray regime as a function of the modified
Ohnesorge number Oh and the Reynolds number. Spray formation is significantly
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Figure 2.11  Spray regime of water in CO, [28].



20 | 2 Basic Engineering Aspects

—— water in CO,, py = 800kg/m® (30 9MPa, 70°C)
—A— veg. ail in CO,, pg= 800kg/m® (30.9MPa, 70°C)
N —&— water/TritonX in CO,, Pg= 800kg/m® (0.1MPa, 20°C) [T
S~ e-es P _ 3
RN ®--- water in air, Py = 1.1kg/m
AN e ¢,, of solids spheres
1 LS °
SO ]
=~ 09 e ¢
el RN ¥
& 08 o :3\ ot
g 0.7 e \ OH,0-Tritonx/CO, — 13mN/m "
% 0.6 =.‘_ . R T
g 0% T S I
- A T~
[a)] ‘.\‘_ \‘*\ —
04 =y T
] \l\n*lﬂ\ “-_ |
Gailco, = 2mN/m -
0.3
Oh,0/c0, = 24mN/m

T
100 1000 10000
Drop Reynolds number Rep [-]

Figure 2.12 Drag coefficients of droplets in high-pressure atmosphere [29].

supported by high pressures. Ongoing applications are fuel atomization in com-
bustion engines or high-pressure spray columns [28, 29].

In contrast to solid spheres, liquid droplets develop mobile-phase boundaries
exerting a circulating flow due to friction forces when falling down in a dense gas
atmosphere. Thus, the drag coefficients are reduced and free falling velocities are
slightly enhanced. Figure 2.12 demonstrates a comparison of drag coefficients that
are valid for solid spheres, droplets at ambient pressures, and droplets at high
pressures [29].

2.6
Material Properties and Transport Data for Heat and Mass Transfer

With increasing pressure, the density of a process medium will rise. Due to the
compressibility of the medium, the effect of enhanced densities will be highest for
gases. Thus, heat and mass transfer processes with gases have to consider strong
variations in material properties and transport data.

Generally, transport processes are based on the conservation laws of momentum
(flow field), energy (temperature field), and mass (concentration field) taking
into account the conditions like gradients of flow velocity, temperature, and con-
centration at the phase boundaries of the system under investigation usually by
the application of transfer coefficients. In order to describe the interaction
between fluid flow, heat flow, and mass flow, at least the behavior of the following
data has to be clarified:



2.6 Material Properties and Transport Data for Heat and Mass Transfer |21

Material properties: Density o, specific heat capacity ¢, corresponding to the
specific enthalpy h of the material and latent energies like melting Ah,,
condensation Ah,, and evaporation Abh,.

Transport data: Cinematic viscosity v (related to the density as dynamic viscosity
7), thermal conductivity 4, and diffusivity D.

Transport coefficients: Heat transfer coefficient h and mass transfer coefficient k.

At first, Figure 2.2 transfers the phenomenological character of Figure 2.1 to the p,
T phase diagram of carbon dioxide as an example for a pure medium. Above the
critical temperature (T, = 304.8 K), there is no difference between liquid and gaseous
state. Thus, liquefaction of CO, gas is not possible higher than 31.6 °C. In Figure 2.13,
the density dependence of CO, depicted as a function of pressure is at four
temperatures: lower T, T, near-T,, and higher T..

The resulting profiles illustrate the nonsteady density difference between the gas
and liquid phases at T < T, which diminishes down and vanishes at the critical point
(pc=7.18 MPa, T, = 304.8 K). The following continuous density profile in the near-
critical region at T> T, also shows strong density change that decrease at increasing
temperatures while forming a slightly increasing plateau at higher pressures.

Generally, the strong density variations in the vicinity of the critical point appear
together, simultaneously with a sharp decrease of the specific enthalpy (Figure 2.14),
as the specific heat capacity further approaches infinity (Figure 2.15). Regarding the
transport properties, the thermal conductivity takes ostentatious high values
(Figure 2.16).

As the pressure is further increased, there is still an attenuating maximum of ¢, at
the so-called pseudocritical temperature, whereas the heat conductivity slightly
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400 p(35.63°C) kg/m’
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0
0 10 20 30 40 50 60
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Figure 2.13 Density profiles of carbon dioxide dependent on pressure at different temperatures
Th<T.<T,<Ts.
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Figure 2.14  Specific enthalpy profiles of carbon dioxide dependent on pressure at different
temperatures T < T < T, < Ts.

increases with pressure, because the probability of molecule collisions is rising due to
shorter distances between the gaseous molecules. The comparison of data for carbon
dioxide and water in Figures 2.15 and 2.16 illustrates similar thermophysical
anomalies of near-critical profiles as a basic principle. This statement is valid too
for the specific behavior of the rheological data: dynamic and cinematic viscosities
that are demonstrated in Figures 2.17 and 2.18. The relatively low cinematic
viscosities for high pressures at supercritical temperatures are noticeable, because
this is a reason for low friction forces at high mass flows and enhanced heat and mass
transport by natural convection at high pressures (see Chapter 8).

Data used for Figures 2.13-2.18 are calculated by the Gerg [5] equation.

Table 2.3 lists some approved correlations for predicting basic engineering data in
high-pressure processes.

Similar to heat transport by conduction, the transport mechanism by diffusion
depends on the distance between the molecules in a given system. Butin contrast, the
higher the mean free path length, the lower the diffusion resistance by collisions with
other molecules or even by wall surfaces, for instance in porous media. In general, the
diffusion coefficient decreases at enhanced pressures due to reduced distances
between the molecules, whereas the diffusivity at higher temperatures increases
based on the higher mobility of the molecules. Furthermore, often there is a
dependency on the concentration of diffusing components in a system. Related to
fluids, the diffusivity behaves inversely proportional to the dynamic viscosity, which
is the product of cinematic viscosity and density. This is stated by the basic equation of
Stokes—Einstein [32]. Even in multicomponent system, the diffusion of a single
component is normally calculated as a binary diffusion coefficient (Table 2.4).
The corresponding data range from 10 *m?/s down to 10 '*m?/s considering
gaseous, liquid, and solid matter [33].
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Figure 2.15 Comparison of near-critical heat capacities for CO, and H,O.

The design of heat and mass transfer operations in chemical engineering is based
on the well-known correlations that use the dimensionless numbers Nu (Nusselt) for
heat transfer and Sh (Sherwood) for mass transfer. By balancing the acting forces,
energies, and mass flows within the boundary layers of velocity, temperature, and
concentration, the theoretical derivation of general relations for Nuand Sh s givenin
fundamental work [35].

Nu = %L — f(Re, Pr) = f(%%) (2.20)
Sh = % — F(Re, SC) :f(WTL%) (2.21)

These correlations are valid for steady-state processes of forced convection. In case
of free convection, the influence of gravity force is to be considered as an additional
independent parameter. Thus, the balance of forces leads to the Grashof number
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Figure 2.16 Comparison of near-critical heat conductivities for CO, and H,O.

and the general equations for heat and mass transfer by free convection read

as follows:
3
Nu = f(Gr, Pr) = f(ggff ”Q_kcp> (2.22)
3
Sh = f(Gr, S¢) :f(g%@%,@ (2.23)

A descriptive interpretation of these dimensionless groups of parameters may be
helpful to better understand the specifics under conditions of high pressures.

The Nusselt number represents the relation between the forced or free convective
transport mechanism and the conductive heat transport within the boundary layer of
the fluid flow.

The Sherwood number compares the convective mass transport and the transport
by diffusion within the fluid flow boundary layer.
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Figure 2.17 Comparison of near-critical dynamic viscosity data for CO, and H,O.

The Reynolds number characterizes the relation between the inertial forces and
the friction forces of the fluid flow.

The Prandtl number relates the dimensions of the boundary layers for fluid
velocity and temperature.

The Schmidt number relates the dimensions of the boundary layers for fluid
velocity and concentration.

The Grashof number represents a combination of the three acting forces for
movement: inertia, friction, and gravity.

A great number of semiempirical and full empirical equations have been derived
by experimental work in certain limits of process data, flow conditions, and
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Figure 2.18 Comparison of near-critical cinematic viscosity data for CO, and H,O.

geometries of the device under investigation. Thus, the user has to account for the
following:

¢ Range of pressure and temperature given by limits of Prandtl and Schmidt
number.

e Laminar or turbulent flow conditions expressed by the Reynolds number.

o External flow over flat plates and cylindrical and spherical geometries.

o Internal flow through tubes or channels regarding inlet flow or fully
developed flow.

With respect to high-pressure application, some specifics on heat and mass
transfer are of importance. Especially for gases in near-critical state, the described
thermophysical anomalies (see Figures 2.15-2.18) result in maxima of heat capacity
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Table 2.3 Correlations for thermophysical data at high pressures.

Correlations Source
Viscosity Gases: Section DA 27
in Ref. [27]

n=m8&" ffo é
with
[Te/KI"/*[R/ () /kmol K)]"* [Na/(1/kmol) "
M/ (kg/kmol)] P [pe/(N/m2)

r r,0 Apl’E
(- €)™ = 0.807TOS18_0,3570-449T:
+0.340e~*+0%8T- 1.0.018
M: Molecular weight (kg/kmol)
R: General gas constant (J/kmol K)
Na: Avogadro constant (1/kmol)
pe: Critical pressure
Pr = p/pc: Reduced pressure 0 < Pr < 100
T; = T/T.: Reduced temperature 1 < T; < 40
The subfunctions for (polarity factor) f;,
fo (Quantal factor), and the coefficients A, B, C, D, E, F
are given in Ref [27], Section DA
Liquids: Section DA
in Ref. [27]

0
n=na(iL) /1+F)
7, Dynamic viscosity of saturated liquid (boiling line)
(Ns/m?)
The subfunctions (17/n,,.)° (pressure influence) and F
(temperature influence) are given by diagrams in
Ref. [27], Section DA
Heat conductivity ~ Gases: [30]
(k—ko) - Z2-T = 0.0122[exp(0.535¢,)—1],
o, =0/0. <05
(k—ko) - Z5 -T = 0.0155[exp(0.670,)—1.069],
0.1<p, <20
(k—ko) - Z2 - T = 0.0262[exp(1.155¢,) +2.016],
20<p, <28
ko: Heat conductivity atlow pressures and temperatures
Z.: Real gas factor at p, T.

(T./K)"/(M/ (kg /kmol))'*(Na /(1 /kmol))"/*
(pe/(N/m2))**(R/(] /kmol))*®

T (km/W)
Liquids: [27], Section DA
in Ref. [34]
For Tg > 0.8, use above equations for gases
For Tr < 0.8 approximation via enhancement factor
Heat capacity Gases and liquids: [31]
& = (T) + Ay (T, p)
Acy (T, p): Derivation from ideal gas tabulated in [24-27]

Ref. [27], Section DA 23-26
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Table 2.4 Range of binary diffusion coefficients in gases, liquids, and solids [34].

Diffusion D (m?/s)
Gases p < p. 107*
Supercritical fluids p > p; T> T¢ 1072
Liquids 107°

Solids 1071%-107"

in the pseudocritical region. Thus, the Prandtl number also reveals maximum values
like Figure 2.19 demonstrates for carbon dioxide.

As a consequence, heat transfer to gases in high-pressure processes is enhanced
when the process conditions become pseudocritical. A successful method is to
calculate the improved heat transfer when designing a heat transfer apparatus for
options of heating and cooling as w is the relation of the thermophysical data at wall
and bulk temperature. Polyakov [36] and Krasnoshchekov [37] developed the follow-
ing equations:

= p q r N
Nu = Nui (ip> (’Lw> (ﬁ> <&w> (224)
Cp, M ky 9
With Nug valid in the nonpseudocritical pressure range for turbulent flow [38],

Nugy = 0.0183Re%32 pr®> (2.25)

1200 9
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Figure 2.19  Prandtl numbers for CO,.
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P 0.3
Nu = 0.0183-R$2. pp03 | 2| | Zn
. . p.b 9y (2.26)
Ep _ w b
Tu—Ty

p=04 atTy < Ty <Tp and 12T, < T, < Ty

Ty
p=04+02(—-1 at Tp < Tpe < Ty
T
—04402| 2 g |l1os| o4
p . . TPC Tpc

at Tpe < Tp < 12T, and T, < Ty

As an example, the length of a gas cooler in a refrigeration plant was designed. The
heat exchanger is to be operated with the natural refrigerant carbon dioxide at a
working pressure of 9 MPa.

Figure 2.20 shows calculated temperature profiles considering the strongly
variable local heat transfer coefficient within the near-critical temperature range of
CO, [39].

Nevertheless, at higher pressures far away from the critical pressure, the thermo-
physical anomalies for gases shown in Figures 2.15-2.18 vanish. Consequently, high-
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Figure 2.20 Effect of heat transfer enhancement in a gas cooler operated in near-critical state.
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pressure transfer processes beyond the pseudocritical region are well calculable for
gases by the application of usual Nusselt correlations. Although the Prandtl number
slightly decreases (Figure 2.19), the Reynolds number may increase because the
cinematic viscosity of gases diminishes at high pressures (Figure 2.18).

Heat transfer coefficients for liquid flow are well predictable by common Nusselt
correlations even for high-pressure processes. The Prandtl number increases with
pressure slightly improving the mechanism of heat transfer.

In Table 2.5, some approved heat transfer correlations are summarized for liquid
and gas flow taking into consideration the specifics of high-pressure effects.

For heat transfer in near-critical pressure, use Egs. (2.24)—(2.26).

Free convection: Use equations for heat transfer (Table 2.6) with Sh, Gr, and Sc
numbers from Eq. (2.23).

In case of heat transfer by free convection, again high pressure affects the transport
mechanism for gases in a special way. As the data for the cinematic viscosity of gases
decrease to very low values (see Figure 2.18), the influence of the gravity force
becomes high on gas flows having local differences in density. This is expressed in the
denominator of the Grashof number:

¢y _EMOL _ ghrATL

o vt
(2.27)
1(d
pr=—- %
0
P

Furthermore, the coefficient of thermal expansion frreveals a strong maximum
at near-critical conditions caused by high-density gradients. In addition, high-
pressure processes are normally operated with low gas velocities, often ranging
around some millimeter/seconds. In consequence, free convection may become the
dominant effect in high-pressure gas flow. The superposition of free convective
transfer is of high impact to processes like high-pressure gas transport in pipelines as
recently discussed in carbon capture storage technology (CCS) [40]. The horizontal
forced gas flow will be overlapped by secondary vertical eddy flow induced by free
convection. Even in high-pressure vessels, the effect of free convective gas flow
causes differences in mass transfer operations depending on the direction of fluid
flow (up or down) and heat flow (heating or cooling). A heated gas flow in vertical
upward direction is supported by buoyancy, whereas it will be impeded in down flow.

The importance of free convective transfer in high-pressure gas flow has been
reported by Lenoir and Comings [41] and Grassmann [14]. The results given by Lenoir
and Comings for free convection of CO, and N, were recalculated using the Gerg
equation [5] in order to get precise material properties at high pressures, especially
the thermal expansion coefficient.

As a result, Figure 2.21 shows the product of Grashof and Prandtl numbers that
are relevant for the effect of free convection. The assumed data for the driving
temperature difference and the height are given in Figure 2.21. It is clearly to be
seen that free convection increases strongly with pressure due to the dropping



Table 2.5 Heat transfer correlations applicable for high-pressure processes.

Forced convection

Tube flow

Heat transfer

Limits of validity

Re=w-d/v

Material properties at average
flow temperature

-L
Nu:aT, Re=w-d/v

Pr=v/a

Laminar

Turbulent full developed flow

friction factor: £ = (1.8 -log,, Re —1.5) 2
External flow

Flat plate parallel flow

Laminar

Turbulent full developed flow

Cylinder cross-flow
Laminar—turbulent

Average heat transfer:

Nuy, = 0.664 - \/Rey - (d/L) -/Pr

Local heat transfer:

Nuy, = 0.332- \/Reg - (d/L) -

Num o (£/8)Re Pr

T 1+ 127y/(E/8) (P 1)

Average heat transfer:
Nuy = 0.664 - Re? - Pr'/3
Local heat transfer:

Nu, = 0.332- Re2S - pri/3

o 0.037- Red® - Pr
T 1+2.443.Re 01 (Pr23-1)

Nuy = \/ Nuilam + Nuiturb

Nu

\S/P;
. (1 + (d/L)2/3>

0.1 < (d/L), Pr> 0.1

10* < Rey < 10%, 0.6 < Pr
<1000, (d/L) <1

Re < 10°, 0.6 < Pr < 1000

5.10° < Re < 107, 0.6

< Pr < 1000

10! < Re < 107, 0.6

< Pr < 1000
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Table 2.5 (Continued )

Forced convection Tube flow Heat transfer Limits of validity
Material properties at average Laminar Like plate with L = (- d)/2
flow temperature

Turbulent

Forced convection

Natural convection

B L3
Gr:g Br ?T L

. v .
cient of thermal expansion

, B = coeffi-

Sphere cross-flow
Laminar
Turbulent

Vertical plate
Laminar
Turbulent

Overall

Like plate with L = d

pr2.Gr, \V*
0.952 + Pr

Nuy = 0.13-(Gr-Pr)'/?

Nu; = 0.667 - (

1/6 2
Nup = [0.825+0.387(GrL~Pr F(Pr) ]

f(Pr) = [1 +(0.492/Pr)” ”’} e

Gr- Pr < 10°
0.6 < Pr < 1000
10° < Gr - Pr
0.6 <Pr<10

107! < Gr.- Pr < 1012

0.001 < Pr

spoadsy Suuaauiduy aisvg 7 | 43



Table 2.6 Mass transfer correlations relevant for free and forced convection and valid for internal and external flow regimes.

Convective mass transfer Tube flow Mass transfer Limits of validity
Sh=(B-d)/D Laminar Sh = 0.664-/Re- (d/L)- Sc'/? Re < 2300
Sh=v/D Turbulent Sh = 0.037 - (R&*75~180) - $c42 - [ 1+ (d/1)*"] Re < 2300
External flow
Plate
Sh=(8-d)/D Laminar Sh = 0.664-\/Re- Sc'/? Re < 5-10°, 0.6 < Sc < 1000
sh="2 Turbulent boundary layer Shy = 0037 Re™®: Sc 5-10° < Re < 107, 0.6 < Sc < 1000
D ) 1+2.443 - Re 01 (Sc2/3-1) T
Cylinder cross-flow
Laminar Like plate with L =24
Turbulent

Transition region
Sphere cross-flow
Laminar
Turbulent
Transition region

Shy = 0.3+ (Sh? 1y + S )2

Llam

Like plate with L = d

Shy = 2+ (Sh y + SH2 )"

Llam

0.1 < Re < 107
0.6 < Sc < 10*
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Figure 2.21 Free convection at high pressures in CO, and N,.

cinematic viscosities. In addition, in the near-critical region of CO,, the maximum
of the thermal expansion coefficient leads to a maximum of the free convective
flow. A calculation using the ideal gas law in order to determine the thermal
expansion coefficient (8r=1/T) does not consider the discussed anomalies and
thus fails.

The Archimedes number Ar expresses the relation between forced convection and
natural convection:

_ Gr

Ar = —
r Re?

(2.28)

The Archimedes number quotes the ratio of the gravity force and the inertial force
in a fluid flow. Thus, high values Ar > 1 indicate the applicability of correlations valid
for free convection, whereas Ar < 1 permits the calculation of the problem by using
equations for forced convection. The intermediate region is characterized by forced
convection with superposed free convection. This type of mixed convection often
occurs in high-pressure processes, particularly in gas flow due to high Grashof
numbers at low cinematic viscosities and enhanced gas densities. The calculation of
the summarized heat transfer is possible by the established equation [42]:
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Nu= (Nu + Nu)""? (2.29)

It is worth mentioning that mass transfer may be additionally supported in case of
free convection by density differences that are induced by concentration differences.
As an example, absorption of gas in liquid film flow at high pressures may even
increase the liquid density and thus make influence on mass transport [43]. Nev-
ertheless, free convective heat and mass transfer in liquids are of minor importance
because the driving density differences decrease at high pressures. Thus, common
correlations are applicable for free convective transfer in liquids.

Like free convective heat transfer, the mass transport in gases is supported by free
convection due to the very low cinematic viscosity data at high pressures.

Forced convective mass transport in high-pressure processes is governed by the
pressure dependency of both the dynamic viscosity and the diffusion coefficient.
Whereas gases show dropping values of cinematic viscosity, their dynamic
viscosity increases strongly with pressure due to rising densities. Liquids reveal
marginal change of dynamic viscosity data at higher pressures. However, as stated
above, often gas diffuses at high pressures in liquids or even in solids - like polymers
—and decreases the dynamic viscosity. Thus, in gas/liquid or gas/solid systems with
partial miscibility of gas or single gas components in the corresponding liquid or
solid phase, the transport coefficients of diffusion (D) and mass transfer f may
increase. As an example, Figure 2.22 shows experimental data on diffusion
coefficients of CO, in oil [44]. At high pressures, CO, dissolves in the liquid reducing
the dynamic viscosity and thus the diffusion increases, although the pressure is
increased. However, in general, mass transfer is hindered in high-pressure
processes.

For a rough estimation of diffusion coefficients in gaseous systems, the well-
known Stokes—Einstein equation is a help even for high pressures.

Diffusion coefficient [10°m?/g]

1 50 100 150
p[bar]

Figure 2.22 Diffusion coefficient of CO; in oil [44].
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T
" Cnoy

(2.30)

In high-pressure gas systems, a correlation is proposed that is based on a data
collection of diffusion coefficients in dense gases [45]:

D = 5.152D,T, (Q—2/3—0.5410) R (2.31)

x

with Ds being the self-diffusion coefficient (see Table 2.7).
In liquid systems, equations exist that enable the calculation of diffusion coeffi-

cients via the knowledge of the course of dynamic viscosity. As an example, Mc

Manamay and Woolen stated for the diffusivity of CO, in some organic liquids [48]:

D(m?/s) = 1.41-10"%%°¥ (Pa-s)*¥ (2.32)
Another way to predict diffusion coefficients is to make use of a reference data point
from experiment or even from literature. Cussler [47] stated for diffusion in fluids:

T+273.15-5(P, T)

D(p,t) = D(P1, Th) (2.33)

Table 2.7 summarizes equations that are valid for the prediction of diffusion
coefficients at high pressures in gaseous and liquid systems.

Table 2.7 Calculation of diffusion coefficients.

Diffusion coefficient

Gases:
D =5.152D,T;(0"?*~0.4510)R/X, 1<, <0.25 (34, 35]
with R=1.0£0.1, for2 <X

R =10.664X"7 £0.1, for2 <X <10

where X is the size-to-mass parameter that is calculated from
X = {1 n (ch/Vd)m]/(l + M /M) X
where 1 is the solvent and 2 is the solute

D is the self-diffusion coefficient, correlated using critical quantitates as follows:
430 x 1077 MY2T27

(X V)0,
where

M is the molecular weight (g/mol)
T¢ is the critical temperature (K)
0. is the critical density (kg/m”)
>V is the atomic diffusion volumes (Fuller) [30, 39]
Liquids:
No reliable equations
Approximative calculation:

T +273.159(Ti, p1)
D(p, T) = D(px, Tl)—Tl +273.159(T. p)
D(m?%/s) = 1.41-10710. y(Pa-s) ¥ [47, 48]

S

[46]
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Examples for application of heat and mass transfer in high-pressure processes are
given in

o Ref. [1]: Refrigeration cycles

e Chapter 6: Evaporator in power plants

e Chapter 8: Free convection in extraction vessels

o Chapter 8: Diffusion of dense gas in liquids

¢ Chapter 8: Condenser in supercritical extraction plants

2.7
Evaporation and Condensation at High Pressures

2.7.1
Evaporation

The process of evaporation is basically classified in pool boiling accordant to a free
convective transfer or flow boiling being a forced convective transfer. The funda-
mental question is how the bubbles are generated in interaction with different
heating surfaces. Although the evaporation depends on numerous parameters, the
general impact of high pressures becomes plausible by the well-known equation for
the radius r, of a bubble being in mechanical equilibrium between the pressure
difference inside and outside the bubble and the surface tension, tending to maintain
a spherical shape according to Eq. (2.8) [42]

20

= (2.34)

3

The vapor pressure curve of a liquid shows rising temperatures at increasing
pressure. Moreover, the gradient dp/d T along the temperature curve increases with
pressure. However, the surface tension whose physical meaning is the energy needed
for creating new surface between liquid and gaseous states drops with temperature.
As an example, Figure 2.6 demonstrates the decreasing surface tension along the
temperature at saturation pressure of water from ambient up to the critical condi-
tions: p.=22.12MPa and T.=374.15°C [14]. Furthermore, thermal equilibrium
requires the same temperature inside and outside the bubble. However, the liquid
ambient contacting the bubble is superheated at the process pressure, whereas the
vapor inside the bubble, being held at the right elevated pressure by surface tension,
is just in saturated state. It becomes clear that bubbles, whose radii are described by
the mechanical equilibrium given in Eq. (2.41), are unstable [42]. Thus, smaller
bubbles are generated with high frequency at high pressures for evaporation
processes.

Based on Nukiyama [49], the well-known boiling curves show the heat flux q of a
heating device depending on the wall superheating T, — T; that is needed for
evaporation. Increasing superheating leads to different regimes for pool boiling.
First, natural convection starts induced by density changes of the superheated liquid.
First bubbles are created at nucleation sites that are caves or grooves from the
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roughness of the heating surface. These first bubbles collapse when they start to rise
and come in contact with liquid layers at temperatures below the saturation
temperature. The regime of nucleate boiling represents wall superheating sufficient
for bubble rise from the nucleation sites up to the liquid surface of the pool.
The movement of the increasing amount of bubbles provokes a strong increase in
heat transfer. The nucleation regime is the boiling section of high technical relevance.
However, if bubble density becomes very high, vapor cushions will appear on the
heating surfaces leading to decreasing heat transfer by just partial wetting of the
transferring surface. The maximum value is called the critical heat flux guay.
The heat transfer regime of partial wetting is an unstable region. Thus, a possible
change of heat flux beyond the maximum g, — often called the burn out point—may
damage the heat transfer device because the temperature difference jumps to very
high values that are located in the transfer regime of film boiling, where the total heat
transfer surface is covered by a closed vapor film.

Even forced convective boiling elucidates the described regimes, but the super-
heating of the wall and the wetting character become additionally dependent on the
mass flow of the liquid to be evaporated mostly in tubes. Of course, for technical
application, the nucleate boiling is decisive. The heat transfer in case of flow boiling is
generally enhanced because the latent heat containing bubbles are transported away
from the heating surface. However, the profiles of the heat transfer regimes are not
that pronounced like in pool boiling.

Figure 2.23 visualizes the qualitative course of the boiling curve. Regarding high-
pressure processes, the general profile of the nucleation boiling is shifted to lower
superheating at constant heat flux or enhanced heat flux at constant superheating
of the wall. This is due to Eq. (2.41) because at high pressures, the saturation
temperatures increase strongly and simultaneously the surface tension drops
resulting in a higher number of smaller bubbles.

d
p=1000ar &
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Figure 2.23 Heat transfer regimes for boiling: influence of pressure [50].
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The well-known equation of Kutateladze reveals precise data for g,;; in pool boiling
valid even for high pressures [51, 52]:

0.25
QCl’it = KlAth(ng {O-g,l (Ql_Qg)g} (235)
with
K=0.14 for flat heating plates and 0.16 for tubes [42]
Ahy: Enthalpy of evaporation
0g: Surface tension liquid /vapor depending on pressure (Figure 2.6)
0, Density of vapor
0;: Density of liquid

However, the enhanced heat transfer regime of nucleate boiling at high pressures
does not imply an increase of the critical heat flux g;. As with the increasing
pressure, the density differences between vapor and liquid phases decrease the
buoyancy force of bubbles drop rapidly when the pressure approaches the critical
pressure p.. Thus, an increase of 4y, is only to be observed at reduced pressures up to
about 0.3. Figure 2.24 illustrates the data for water.

There are also correlations for the heat transfer coefficient in nucleate pool boiling
that take into account the influence of process pressure. The equations give data
related to a basis heat transfer coefficient hy dependant on the properties of the
heating surface (Cy), the reduced pressure p* = p/p., and the related heat flux

/4o 153, 54].

h ¢ F(p*)(q)n (2.36)
hy " 9o '
4106 S—
\ H,0
3 AN
K,=0.13
&
£
S \
5
ey
1
0
0 0.2 0.4 0.6 0.8 1.0
p* = plp.

Figure 2.24 Critical heat flux g, for pool boiling of water dependent on pressure [27].
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The function F(p*) considers the influence of pressure for a wide range of liquids.

0.2! 1
Fp*) =12p"" + (2.5+ l_p*)p* (2.37)

In particular, for water,

. 0.68

Forced convection boiling is a much more complex evaporation process than
pool boiling, especially because of the different flow regimes. For instance,
the development of an evaporating two-phase flow in vertical tubes heated with a
uniform heat flux starts as single-phase liquid flow that is followed by bubbly flow,
slug flow, annular flow, annular flow with entrainment of liquid drops, drop flow, and
finally single-phase vapor flow [50]. The flow regimes correspond to different regimes
of heat transfer: single-phase forced convection, subcooled boiling, saturated nucle-
ate boiling, forced convective heat transfer through liquid film, liquid-deficient
region, and finally convective heat transfer to vapor. A further complication is the
appearance of two critical aspects of boiling: the generation of a vapor film on the tube
surface; this is possible when the critical heat flux — similar to pool boiling — is
exceeded. The second critical point in forced convection boiling is called the dry
out point that is characterized as the change from annular flow to drop flow.
Both critical values depend not only on mass flow but also on the steam quality
of the two-phase flow.

The variety of regimes during the forced convection boiling in tubes or ducts
requires different correlations in order to determine the heat transfer coefficient
related to the respective boiling mechanisms. The well-established correlations have
been developed for nucleate boiling controlled heat transfer — when evaporation
occurs at the inner tube surface — and convective boiling heat transfer — when
evaporation occurs at the liquid film interface.

While convective boiling is strongly affected by the vapor content x of the flow,
nucleate boiling is governed by the heat flux §. With respect to high-pressure
processes, it is important to know that nucleate boiling reveals increasing heat
transfer coefficients with pressure. This is caused by smaller bubbles due to
decreasing surface tensions at high pressures. Furthermore, at high pressures, the
nucleate boiling regime is expanded almost over the entire range of heat flux. This
behavior matches the theory that at higher pressures less energy is needed for
activating new bubble sites. On the contrary, forced convective boiling shows slightly
decreased data for heat transfer as the velocity of the dense vapor flow drops.

Recently, Schael [55] demonstrated these characteristics of flow boiling by
measurements of evaporating CO, at elevated pressures. Figure 2.25 elucidates
the influence of pressure on the heat transfer coefficient within the regime of
nucleate boiling.

Approved correlations for the determination of heat transfer coefficients for
vertical tube flow of pure components are as follows [27]:
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Figure 2.25 Influence of pressure on the evaporation of CO,. Flow boiling ri1 = 3000 kg/m? and
vapor content x =0.7 [55].

Regime of forced convective boiling with complete wetting of the inner tube surface:

(1-%) [(1501‘5 41.9506 <&> 0'35} o

9y

hgo 107 (01 AR
m(1+8(1—x) (g—) )] ] (2.39)

h(2): Local heat transfer coefficient for convective boiling in vertical tubes
%: Vapor content of the flow

ha)
hl,o

+ 9’6001

hg o and hy o are the local heat transfer coefficients at the position z, to be calculated
with full mass flow density 1 in the gaseous state (hg ) and in the liquid state (h).t

Regime of nucleate boiling:

h 7\"
—=Cp (_i) Fio FayFo Fon (2.40)
0 o
Different factors are to be considered by distinct coefficients [27]:Cg
Representing the function F, as the influence of the related pressure p*/p.

@  Asthe tube geometry
Fwy  As the properties of the heating wall surface
(i) As the influence of vapor flow content x and mass flow density i
ho Representing the heat transfer coefficient that is valid in case of pool boiling
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With respect to high-pressure processes, it is of interest that the heat transfer
coefficient h for nucleate boiling also increases with both g and p*. The impact factors
of Eq. (2.40) are available from Ref. [27]. The dependency on the pressure has been
evaluated by numerous data from literature [27].

1. .
Fipy = 2.816p"% + (3.4 + 1_—}) 7 (2.41)

In order to determine the critical heat flux for flow boiling, one has to distinguish
the data for film boiling (low vapor content, liquid forms the continuous phase) and
the dry out point (high vapor forms the continuous phase in annular flow).

Film boiling (upflow of water in a tube) [56]:

2 0.5 . 0.68(L)-1.24—0.3
.13 _ p p 0.008 m be 15k
4o =10 [10.3 17.5 <Pic> +SQ—C) } (—d 1000 e

(2.42)
Limits of validity.
2.9MPa<p<20MPa Process pressure
500 kg/m?s < i < 5000 kg/m?s Mass flow density
0.004 m <d<0.0025m Tube diameter

The critical heat flow density g, at the dry out point of the tube surface strongly
depends on the pressure range [57].

Pressure rangep
oy = 1.8447 -10%% 8 2%6% . (4.1000) **%e®1372 4.9 MPa < p < 2.94 MPa
o = 2.0048 - 101058 26%% . (4.1000) **%e 09204 2 94 MPa < p < 9.8 Mpa

G = 1.1853 - 1012% 31 ~296% . (4. 1000) e ~09636r 9 8 MPa < p < 20.0 Mpa
(2.43)

Limits of validity. 200 kg/m?s < 1 < 5000 kg/m?s

4mm<d<32mm

In the film boiling forms, a vapor film is formed between the inner tube surface
and the liquid bulk flow. The heat transfer drops with increasing vapor content of
the flow. This phenomenon is called “departure from nucleate boiling” (DNB).
In case of higher contents of vapor have been generated along the tube, an annular
film flow of liquid is contacting the heating surface. The liquid film dries out at the
critical heat flux g,,, which is called dry out point.

Regarding the Egs. (2.49) and (2.50), Figure 2.26 reveals the strong decrease of g,
at dry out conditions. The diagram is valid for upflow of water in a vertical tube [27].
For high pressures, itis of interest that the g, drops and the transfer from film boiling
to dry out conditions moves to lower critical contents of vapor.
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Figure 2.26 Critical heat flux dependent on critical vapor content along film boiling and dry out
conditions (1 = 1000 kg/m?s; tube diameter d = 10 mm).

2.8
Condensation

There are two essential factors of impact of high pressures on condensation
processes. Based on the increased vapor density o at elevated pressures, at first
the density difference o, — o4 between liquid and vapor becomes smaller. The second
effect of the increasing vapor density is a rising shear stress at the moving interface of
the condensing liquid that potentially is no longer neglectable. The decreased density
difference causes slower falling velocities of a condensate film or of droplets in case of
mist condensation. As a consequence, the film thickness accumulates and the heat
transfer diminishes.

Increased shear stress at the liquid—vapor phase boundary may generate a wavy
film or even tear the film. In case of a forced convective vapor flow, the effect of the
significant shear stress at the interface depends on the flow direction. Downward flow
of the vapor — which is normal in practice — will accelerate the film surface and result
in a thinner film. Thus, the heat transfer is supported. However, vapor flow opposing
gravity will have the effect of thickening the film thickness that reduces the heat
transfer.

Nusselt himself derived the development of the film thickness and the heat
transfer coefficient in case of laminar flow and neglected shear stress at the film
surface [27]. Regarding a finite shear stress 7,5, the film thickness of a condensating
pure vapor phase at a distinct vertical position x reads as follows [42, 58]:
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_ 3
KT Tw)x e 4] W0 (2.44)

gAheo; (010 3 (o0, )e

The minus sign is valid for upflow conditions of the vapor flow.

The evaluation of the shear stress 75 requires knowledge of the gradient of the
vapor velocity at the phase boundary. Another way of regarding the shear stress is the
modification of approved correlations by experimental values [27].

The influence of an elevated gas density at high pressures on the average velocity of
a falling film in case of a quiescent CO, phase [24] has been investigated.

Figure 2.27 shows the deviation of the real velocity profile compared to the
theoretical profile according to Eq. (2.44) with 75 = 0 and to a model with definite
wall shear stress at the film surface (zero velocity at the film surface). The results
elucidate the approach of the experimental results to the wall model at high pressures.

The following equations are of fundamental importance for film condensation in
laminar and turbulent flow on vertical and horizontal devices.

The average heat transfer coefficient @ for film condensation of a pure unmoved
vapor [59, 60] is given by the following:

Vertical plate — laminar film flow.

9 (Ql_Qg) gAhck} B

a=20 (2.45)
m(Ts—Tm)H
0.7 |
¢ Wall model at the film surface
0.6 _ & Exp. B
N Nusselt theory (Té = 0)
AN
0.5 <
N
N
w 0.4 u\
E \
® 03 N
\
\[L
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0
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Figure 2.27 Average film velocity of water on a vertical steal surface in a gas atmosphere (CO,
unmoved) at high pressures [24].
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Horizontal tube:

4
o (@1—@g)gAhck1 (2.46)
a=0. _ .
M(Ts—Tm)d
Vertical plate — turbulent flow.
_ 7/24
(s /9)*  0.02Re]/*Pr'/? (247)
- k - —3/8 5 —1/6 :
1 1+20.52Re; ™" Pry
M
Re = b—nl 400 < Re < 10000 (2.48)
1
pr= %, 0.5 < Pr < 500 (2.49)
1

v): Kinematic viscosity of the liquid
M;: Liquid mass flow

7;: Dynamic viscosity of the liquid
0;: Density of the liquid

cp,: Warm capacity of the liquid

ki: Heat conductivity of the liquid

In general, heat transfer is calculated based on quiescent vapor. In case of vapor
flow cocurrent to the vertical film flow, the heat transfer is calculated by an
enhancement factor relative to the heat transfer to unmoved vapor. The enhancement
factor depends on the shear stress at the film boundary [61]. Thus, for high-pressure
processes, the increase in heat transfer depends not only on the relative velocity
between the liquid and gas phase but also on the increased gas density.

The calculation considering laminar and turbulent flow is described in detail
in Ref. [27].

In case of inert gases in vapor, the heat transfer of film condensation is attenuated
by an additional resistance at the vapor side of the phase boundary because the
condensation temperature of the vapor phase is related to the partial pressure of the
vapor within the gas mixture. Due to the continuous decrease of the vapor content
along the length of condensation, the condensation temperature and thus the driving
temperature difference drops. Precise calculation of vapor condensation with inert
gases requires the knowledge of the temperature of the film surface. Furthermore, a
mass transport is superposed to the heat transport due to the inversed movement of
the inertial gas at the phase boundary. Low contents of inertial gases lead to heat
transfer-controlled condensation, whereas condensation of vapor with high contents
of inert gases is mass transfer controlled.

Exceeding certain limits in vapor flow results in the risk of an entrainment of
droplets or even may cause dispatching of the condensate film [62].

45



46

2 Basic Engineering Aspects

References

—_

w

~

10

n

12

13

Haering, H.W. (2008) Industrial Gases
Processing, Wiley-VCH, Weinheim
Gmehling, J. and Kolbe, B. (1988)
Thermodynamic, Thieme Verlag, Stuttgart.
Dohrn, R. (1994) Berechnung von
Phasengleichgewichten, Vieweg Verlag,
Braunschweig.

Wagner, W. and Overhoff, U. (2006)
Thermofluids, springeronline.com.
Kunz, O., Klimeck, R., Wagner, W., and
Jaeschke, M. (2007) The GERG-2004
Wide-Range Equation of State for Natural
Gases and Other Mixtures, VDI Verlag
GmbH.

Span, R. and Wagner, W. (1996) A new
equation of state for carbon dioxide
covering the fluid region from the triple
point temperature to 1100K at pressures
up to 800 MPa. Journal of Physical and
Chemical Reference Data, 25 (6),
1509-1596.

Sadowski, G. (2005) Phase behaviour of
polymer systems in high pressure carbon
dioxide, in Supercritical Carbon Dioxide in
Polymer Reaction Engineering (eds

F.K. Kemmere and T. Meyer), Wiley-VCH
Verlag GmbH, Weinheim.

Enders, S., Amézquita, O.G., Jaeger, P.,
and Eggers, R. (2010) Interfacial
properties of mixtures containing
supercritical gases. Journal of Supercritical
Fluids, 5 (2), 724-734.

Gmelin, L. (1973) Gmelin Handbuch der
Anorganischen Chemie, 8. Auflage
Kohlenstoff, Teil C3 Verbindungen, vol. 3,
Part 3, Verlag Chemie, Weinheim.
Dohrn, R., Peper, S., and Fonseca, ].M.S.
(2010) High-pressure fluid phase
equilibria: experimental methods and
systems investigated (2000-2004). Fluid
Phase Equilibria, 288 (1-2), 1-54.
Lockemann, C. (1994) Fliissigseitiger
Stoffiransport in Hochdrucksystemen Mit
Einer Uberkritischen und Einer Fliissigen
Phase, Karlsruhe Institut fiir Technology.
Schwuger, M.]. (1996) Lehrbuch
Grenzflachenchemie, Thieme Verlag,
Stuttgart, Germany.

Eggers, R., Wagner, H., and Jaeger, P.
(1996) High Pressure Chemical Engineering,
Elsevier, pp. 247-252.

14

15

16

17

18

19

20

21

22

23

24

Grassmann, P. (1983) Physikalische
Grundlagen der Verfahrenstechnik, Verlag
Sauerldnder, Frankfurt, pp. 350.

Jaeger, P. (1998) Grenzflichen und
Stoffiransport in verfahrenstechnischen
Prozessen am Beispiel der Hochdruck-
Gegenstromfraktionierung mit
iiberkritischem Kohlendioxid. Technische
Universitdt Hamburg-Harburg.
Wiegand, G. (1993) Messung der
Grenzfliichenspannung bindrer wifSriger
Systeme bei hohen Driicken und
Temperaturen, Universitdt Karlsruhe.
Cornelisse, P.M.W. (1997) The Gradient
Theory Applied, Delft University of
Technology.

Amezquita, O.G.N., Enders, S., Jaeger, P.,
and Eggers, R. (2010) Interfacial
properties of mixtures containing
supercritical gases. Journal of Supercritical
Fluids, 55 (2), 724-734.

Holzknecht, C., Kabelac, S., Klank, D., and
Eggers, R. (2002) Simulation of the
wetting behavior of liquids on a teflon
surface in dense nitrogen. Forschung
Ingenieurwesen, 67 (2), 54-79.
Marckmann, H. (2005) Uberkritische
Extraktion von aufkonzentrierten
Kaffeelosungen in Hochdruckkolonnen,
Technische Universitit Hamburg-
Harburg.

Weidner, E., Steiner, R., and Knez, Z.
(1996) High Pressure Chemical Engineering,
Elsevier Science B.V., pp. 223-228.
Duarte, R.C,, Lindsley, E.A., Duarte, C.,
and Kazarian, G. (2005) A comparison
between gravimetric and in situ
spectroscopic methods to measure the
sorption of CO, in a biocompatible
polymer. The Journal of Supercritical Fluids,
36 (6), 160-165.

Girifalco, L.A. and Good, R.J. (1960) A
theory for estimation of surface and
interfacial energies III: estimation of
surface energies of solids from contact
angle data. Journal of Physical Chemistry,
64 (5), 561-565.

Sutjiad-Sia, Y., Marckmann, H.,

Eggers, R., Holzknecht, C., and Kabelac, S.
(2007) Zum Einfluss von in Fliissigkeiten
unter Druck gelosten Gasen auf



25

26

27

28

29

30

31

32

33

34

35

36

37

Grenzflichenspannungen und
Benetzungseigenschaften. Forschung
Ingenieurwesen, 71 (1), 29-45.
Sutjiadi-Sia, Y. (2005) Interfacial
Phenomena of Liquids in Contact with Dense
CO,, Technische Universitit Hamburg-
Harburg.

Arendt, B. and Eggers, R. (2007)
Interaction of interfacial convection and
mass transfer effects in liquid/liquid
systems. Proceedings of the Conference
on Transport Phenomena with Moving
Boundaries, October 11-12, Berlin,
Germany.

VDI, Verein Deutscher Ingenieure (2006)
Wairmeatlas Springer.

Czerwonatis, N. (2002) Zerfall fliissiger
Strahlen und Widerstand von Tropfen in
verdichteten Gasen am Beispiel des
Verfahrens der Hochdruck-Spriihextraktion,
Technische Universitit Hamburg,
Harburg, Germany.

Hobbie, M. (2005) Bildung von Tropfen in
verdichteten Gasen und stationire
Umstromung fluider Partikel bei Driicken bis
zu 50 Mpa, Technische Universitit
Hamburg, Harburg, Germany.

Stiel, L.J. and Thodos, G. (1964) The
thermal conductivity of nonpolar
substances in the dense gaseous and
liquid regions. AICHE Journal, 10, 26-30.
Lee, B.J. and Kesler, M.G. (1975) A
generalized thermodynamic correlation
based on three-parameter corresponding
states. AICHE Journal, 21, 510.

Brunner, G. (1992) Gas Extraction,
Steinkopf Verlag.

Middelman, S. (1998) An Introduction to
Mass and Heat Transfer, John Wiley &
Sons, Inc., New York.

Bertucco, A. and Vetter, G. (2001) High
Pressure Process Technology: Fundamentals
and Applications, Elsevier, p. 101.

Baehr, H.D. and Stephan, K. (2006) Heat
and Mass Transfer, Springer, New York.
Polyakov, A.F. (1991) Heat transfer under
supercritical conditions, in Advances in
Heat Transfer, vol. 21 (eds J.P. Hartnett and
T.F. Irvine), Academic Press, San Diego.
Krasnoshchekov, A. and Protopopov, V.S.
(1959) Heat exchange in the supercritical
region during the flow of carbon dioxide
and water. Teploenergetika, 6 (12), 26130.

38

39

40

4

=

42

43

44

45

46

47

48

49

References | 47

Jackson, J.D. and Hall, W.B. (1979) Forced
convection heat transfer to fluids at
supercritical pressure, in Turbulent Forced
Convection in Channels and Bundles, vol. 2
(eds S. Kakac and D.B. Spaldin),
Hemisphere, Washington.

Eggers, R. and Sievers, U. (2001) Near
critical heat transfer in CO, process cycle.
IHT Congress Thessaloniki, 111-2335.
Carrol, J.J. (2010) Acid Gas Injection and
Carbon Dioxide Sequestration, John Wiley
& Sons, Inc., New York.

Lenoir, ].M. and Comings, E.W. (1951)
Thermal conductivity of gases
measurement at high pressure. Chemical
Engineering Progress, 47 (5), 223-231.
Lienhard, J. (2005) A Heat Transfer
Textbook, Phlogiston Press, Cambridge,
MA, p. 739.

Tegetmeier, A., Dittmar, D.,
Fredenhagen, A., and Eggers, R. (2000)
Density and volume of water and
triglyceride mixtures in contact with
carbon dioxide. Chemical Engineering and
Processing, 39 (5), 399-405.

Dittmar, D. (2007) Untersuchungen zum
Stoffiransport iiber Fluid/Fliissig:
Phasengrenzen in Systemen unter erhohien
Driicke, Technische Universitit Hamburg,
Harburg, Germany.

Catchpole, O.]. and King, M.B. (1994)
Measurement and correlation of binary
diffusion coefficients in near critical
fluids. Industrial & Engineering Chemical
Research, 33 (7), 1828-1837.

Perry, R.H. and Green, D.W. (2008)
Chemical Engineering Handbook, 8th edn,
McGraw Hill, New York.

Cussler, E.J. (1975) Diffusion Mass Transfer
in Fluid Systems, Cambridge University
Press, Oxford.

McManamey, W.J. and Woolen, ].M.
(1973) The diffusivity of carbon dioxide in
some organic liquids at 25 and 50 °C.
AICHE Journal, 19 (3), 667-669.
Nukiyama, S. (1966) The maximum and
minimum values of the heat Q
transmitted from metal to boiling water
under atmospheric pressure. International
Journal of Heat and Mass Transfer, 9,
1419-1433 (translation from Journal of the
Japan Society of Mechanical Engineers, 37,
367-374).



48

2 Basic Engineering Aspects

50

51

52

53

54

55

56

Mayinger, F. (1982) Stromung und
Warmeiibergang in Gas-Fliissigkeits-
Gemischen, Springer, New York.
Kutateladze, S.S. (1959) Kritische
Warmestromdichte bei einer unerkiihlten
Flussigkeitsstromung. Energetika,

7 (1951), 229-239 (also Izvestia Akademia
Nauk Otdelenie Tekhnicheski Nauk,
4,529).

Zuber, N. and Tribus, M. (1958) Further
Remarks on the Stability of Boiling Heat
Transfer, UCLA Report No. 58-5,
University of California, Los Angeles.
Stephan, K. and Abdelsalam, M. (1980)
Heat transfer correlations for natural
convection boiling. International Journal of
Heat and Mass Transfer, 23, 73-87.

Luke, A., Gorenflo, D., and Danger, E.
(1998) Interactions between heat transfer
and bubble formation in nucleate bowling,
in Heat Transfer, vol. I (ed. ].S. Lee), Taylor
and Francis, Levittown, pp. 149-174.
Schael, A.E. (2009) Uber das
Stromungsverdampfen von CO, im glatten
und innen berippten Rohr-Hydrodynamik,
Universitit Karlsruhe, Wirmetibergang.
Doroshchuk, V.E., Levitan, L.L.,

and Lantsmann, F.P. (1975)

57

58

59

60

61

62

Recommendations for calculating
burnoutin around tube with uniform heat
release. Teploenergika, 22 (12), 66-70.
Konkov, A.S. (1965) Experimental study of
the conditions under which heat exchange
deteriorates when a steam-water mixture
flows in heated tubes. Teploenergika,

13 (12), 77.

Rohsenow, W.M., Webber, J.H., and
Ling, A.H. (1956) Effect of vapor velocity
on laminar and turbulent film
condensation. Journal of Heat Transfer-
Transactions of the ASME, 78, 1637-1643.
Stephan, K. (1988) Warmeiibergang beim
Kondensieren und beim Sieden, Springer.
Miiller, J. (1992) Warmeiibergang bei der
Filmkondensation und seine Einordnung
in Wirme- und Stoffiibergangsvorginge
bei Filmstorungen. Fortschritt-Berichte
VDL. Reihe, 3, 270.

Numrich, R. (1990) Influence of gas flow
on heat transfer in film condensation.
Chemical and Engineering Technology,

13 (1), 136-143.

Andreussi, P. (1980) The onset of droplet
entrainment in annular downward flows.
Canadian Chemical Engineering, 58 (4),
267-270.



Part Two
Processes

Industrial High Pressure Applications: Processes, Equipment and Safety, First Edition. Edited by Rudolf Eggers.
© 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.

49






3
Catalytic and Noncatalytic Chemical Synthesis
Joachim Riither, Ivo Miiller, and Reinhard Michel

3.1
Thermodynamics as Driver for Selection of High Pressure

This chapter intends to summarize the general thermodynamic basics for selecting
the pressure of a chemical reaction. The most important point may be the under-
standing of chemical equilibrium. Particularly for gas-phase reactions, the reaction
kinetics can be a second driver for choosing high pressures. The influence of phase
equilibria and transport phenomena is a widespread and complicated field, which for
reasons of space can only be touched on some exemplary aspects.

3.1.1
Chemical Equilibrium: Law of Mass Action

The Law of chemical affinity, found by the Norwegian chemists C.M. Guldberg and P.
Waage in 1864, is considered to be the first formulation of the Law of mass action. The
law of mass action allows to theoretically predict the equilibrium of any reversible
chemical reaction and thus is recognized to be one of the most important influences
of thermodynamics on modern chemistry. Based on a kinetic approach at the time of
Guldberg and Waage, it was later on derived from equilibrium thermodynamics [1]
and gives an interesting insight into the key parameters of chemical equilibrium.
Given that the chemical equilibrium of a reacting system at constant pressure and
temperature is characterized by a minimum of the Gibbs energy G, it follows that

1

dG = —SAT+ Vdp+ Y pdni = Y pdn; =0 (3.1)
Introducing the extent of reaction
1
dg = - dn; (32)

where v; is the stoichiometric coefficient of component i, and the following
expression for the chemical potential of component i in a liquid mixture,
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U; =pto; + RTIna; = go; + RTIn g; (3.3)
where

goi is the Gibbs energy of the pure component i, and
a; is the activity of component i within the mixture,

Eq. (3.1) can be rewritten to

ng = Z vitl; = Zvigo;' + RTZ vilng; =0 (3.4)

Finally, the activity-based formulation of the law of mass action follows:

1

R0
Ko, T)=[a = [[rm)" =% (3.5)
i

where

K, represents the activity-based equilibrium constant of the reaction,
y; is the activity coefficient,

x; is the molar fraction of component i, and

ARg® is the standard Gibbs energy of the reaction, that is, 3" vigo:.

Similarly, the law of mass action can be derived for gas phases, that is, based on the
component fugacity f;,

=T - -

Pt
where

K¢ is the fugacity-based equilibrium constant,
p™T is the reference pressure,

¢; is the fugacity coefficient, and

y;i is the molar fraction of component i.

From Egs. (3.5) and (3.6), it can be seen that for a given system, the equilibrium
constants K, and Ky both depend on the temperature. This correlation is also
described by the van’t Hoff isochore:

dInK  A®h°
dT  RT?

(3.7)

where ARh? is the standard enthalpy of the reaction.

As also postulated by the le Chatelier—Braun principle, it is obvious that for an
exothermic reaction, the equilibrium is shifted to the products by a lowered system
temperature and vice versa. The opposite is true for an endothermic reaction.



3.1 Thermodynamics as Driver for Selection of High Pressure

From the pressure point of view, it needs to be considered whether the
physical state of the system is liquid or gaseous. In case of a liquid system, the
Gibbs energy of a reaction is a function of pressure and so is K,. It can be
written that

—RTdIn K, _ dARg _ AR,

o = (3.8)

with ARv as the specific volume change caused by the reaction.

For many liquid-phase reactions, however, the reaction-induced volume change is
small and might be neglected.

In case of a gas-phase reaction, K¢is calculated at a reference pressure p * and thus
is not a function of the actual system pressure. Consequently, the right-hand side of
Eq. (3.6) is nonvarying with respect to pressure:

Ke(T) = 1:[90;“ : l‘i[yiw : H (p%) —K, K, Q%)Z‘W (3.9)

Assuming an ideal gas mixture and thus neglecting the influence of K,, it is
therefore clear that the equilibrium composition of a gas-phase reaction is affected by
the system pressure for all reactions with }  v; # 0, thatis, where the reaction causes
a change in the overall number of molecules and thus in volume.

Also, this result matches the le Chatelier-Braun principle, as, for example,
the equilibrium composition of a gas-phase reaction with reduction of sub-
stance quantity can be forced to the product side by raising the pressure and
vice versa. Consequently, it has to be noted that shifting the equilibrium to the
side of lower substance quantity is a potential driver for selecting high process
pressures.

3.1.2
Reaction Kinetics

As the kinetics of a chemical reaction are influenced by a multitude of different
parameters such as pressure, temperature, concentrations of the reactants, mole-
cularity and presence and type of a catalyst, the kinetics of any individually given
reaction are to be evaluated empirically — sometimes including the development of
an appropriate functional correlation. At the same time, there is a strong interest in
the kinetics of a reaction, first to better understand the reaction mechanism and
second to facilitate a basis for the optimization of reactor designs and process
parameters.

For the purpose of understanding the effects of temperature and pressure, it is
considered sufficient to start from a rather simple third-order law of reaction. For
example, the kinetics of the reaction

A+ bB — cC (3.10)
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shall be given with the reaction rate equation

aé _
dt

where

K(T) - [A) - [B] (3.11)

k(T) is the rate constant, and
[A] and [B] represent the concentrations of components A and B.

The reaction rate thus is of second order with respect to reactant A and of first
order with respect to reactant B, the total order of the reaction being three. The so-
called rate constant k, however, depends on the reaction temperature and thus is
not a true constant. The reason is that at low temperatures, only very few
molecules have sufficient energy to overcome the barrier of activation energy.
The correlation of rate constant k and temperature is given by the Arrhenius’ law
for many reactions:

k=A-e 5/RT (3.12)
where

A is the pre-exponential factor, and
E, is the energy of activation.

According to the collision theory proposed by Trautz and Lewis in 1916 and
1918 [2], the pre-exponential factor of the empirical Arrhenius law can be
interpreted as product of the theoretically predictable collision frequency and a
steric factor. Furthermore, the collision frequency depends on the number of
molecules of the reactants per volume, that is, the reactants’ concentrations, which
is the reason for the rate equation being formulated with concentrations instead
of, for example, molar fractions. While the reactant concentrations within incom-
pressible phases are mainly defined by the composition, temperature and pres-
sure play important roles for gas-phase reactions. As it can be seen from the ideal
gas law,

n_p
V=BT (3.13)
the number of molecules per volume increases with pressure and decreases with
temperature. Besides the results of Section 3.1.1, this is a second potential driver for
choosing high pressures for gas-phase reactions.

It is more a theoretical point that following the transition state theory and in
analogy to Eq. (3.8), a dependence of the rate constant k from the pressure can be
formulated. For a few reactions, however, it is possible to achieve a significant
improvement in the reaction rate on this basis, though requiring a considerable
increase in pressure [3].

The above-mentioned Arrhenius law also indicates a third option to accelerate a
chemical reaction — catalysis. The presence of a catalytically active substance lowers
the activation energy barrier and thus allows a higher reaction rate at constant
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temperature as well as the same reaction rate at a reduced temperature. It is to be
noted that the action of a catalyst simultaneously affects the forward and the backward
reaction. It does not influence the Gibbs energy of the reaction and thus cannot shift
the chemical equilibrium given by the law of mass action. In a system of parallel
reactions, it is however possible to improve the selectivity.

3.13
Phase Equilibria and Transport Phenomena

Particularly in the field of heterogeneous reactions, the above-mentioned basics of
reaction equilibrium and kinetics need to be supplemented by some considerations
on phase equilibria and transport phenomena. In a gas-phase reaction involving a
solid catalyst, for example, the convective and diffusive transport of the reactants to
and from the catalyst surface as well as the adsorption and desorption on and from the
catalyst surface affect the progress of the reaction, thus the reaction itself is only one
step of a complex sequence.

Pressure affects all of the above-mentioned steps. According to the Fick’s law, for
example, the diffusive fluxis correlated to the gradient in concentration and in case of
gaseous systems also to pressure. Regarding adsorption and desorption, a reaction
can be accelerated by a pressure-induced higher coverage of the catalyst surface with
reactants; it can, however, also be slowed down due to reduced desorption of the
product. As described by, for example, the Langmuir isotherm or the Freundlich
isotherm, these steps also depend on pressure.

A similar situation can be found in a gas-liquid system where one reactant has to
be transferred from the gas phase to the liquid phase, where the reaction finally takes
place. The chemical sorption of CO, from a gas phase using an amine solution (e.g.,
MEA and MDEA) is a typical example for such a system. Again, the convective and
diffusive transport has to be considered. This time, however, a gas-liquid equilib-
rium, which is characterized by the identity of the CO,’s chemical potential in gas and
liquid phases, is involved.

Furthermore, in some cases, pressure may force two separate phases to collapse
into one, causing a completely changed reaction system with respect to mass transfer
resistance and composition of the reactive phase. For example, supercritical fluids are
known to show distinctively increased dissolving powers.

3.2
Ammonia Synthesis Process

In this chapter, the Haber—Bosch process for the direct synthesis of ammonia from
nitrogen and hydrogen shall be introduced as an example of a catalytic chemical high-
pressure synthesis process. As we will see in the following sections, the Haber—Bosch
process can be considered the first high-pressure chemical process developed
according to the findings of the emerging discipline of thermodynamics, thus being
a forerunner of modern high-pressure chemistry.
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3.2.1
Basics and Principles

The name ammonia is deducted from sal ammoniacum, that is, ammonium chloride
(NH4CI), which in earlier times was quarried in the West Egyptian oasis Ammon,
today known as Siwa. Ammonia (NHj3) is caustic as well as toxic and characterized by
a typical pungent odor. It is well soluble in water, forming ammonium hydroxide in
an exothermic alkaline reaction, however, amphoteric in general. Ammonia may also
be referred to as refrigerant R717 or via CAS number 7664-41-7.

Today ammonia is the main source of fixed nitrogen. The main portion of 80-85%
of the world ammonia production is used for fertilization — to a large extent after
processing to urea, ammonium nitrate, phosphate, and sulfate, the direct use of
liquid ammonia for fertilization is less common. Chemical and miscellaneous use,
for example, for pharmaceutics, polymers, and remediation of gaseous emissions
such as nitrous oxides, makes up for the remaining 15-20%. This does also include
the common use of fuel oil-penetrated ammonium nitrate as a blasting explosive. Itis
especially the increase in world population and the corresponding needs in nutrition
that caused the impressive growth of world ammonia production during the last
decades, as it is shown in Figure 3.1.

Ammonia is synthesized from the elements as given in Eq. (3.14) [5].

0.5N; +1.5H, = NH3, AfH{, ) = —45.94 £ 0.35 k] /mol (3.14)

Asthe reaction proceeds with reduction in molar quantity, the application of a high-
pressure shifts the equilibrium to the product side. Furthermore the reaction is
exothermic, thus the equilibrium can be pushed to the product by imposing a low
reaction temperature. However, this is restricted by the requirements of the reaction
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Figure 3.1 World ammonia production from 1946 to 2007 [4].



3.2 Ammonia Synthesis Process

100
g 90
E _ 80
=2 70 1000 bar,
o 9 \
®E 0 700 bar
= 0
£8 50 ™~
g o 20 400 bar
c 3 i
32 {
L e 30 \ 200 bar
) 20 !
€ 100 bar
5 10 ™ s50bar —
0 ‘ \\:
300 350 400 450 500 550 600
T [°C]

Figure 3.2 Ammonia content in equilibrium synthesis gas for various temperatures and
pressures [6].

kinetics, which demand a minimum temperature to overcome the relatively high-
activation energy barrier. The resulting equilibrium ammonia content in stoichio-
metric synthesis gas for various temperatures and pressures is given in Figure 3.2.

In favor of a reasonably low temperature and thus high-equilibrium concentration,
in technical ammonia synthesis the rate of the reaction is supported by the use of a
solid catalyst. A complete description of the reaction kinetics therefore has to include
the kinetics of the reactants’ adsorption and desorption on the catalyst surface. A first
successful, integrated kinetic model of the ammonia synthesis on iron catalysts has
been developed by Temkin and Pyzhev. An improved model is available from
Brunauer, Love, and Keenan. A comprehensive survey of the catalysis of ammonia
synthesis is given in Ref. [7].

322
History of the Ammonia Process

Itwas at the end of the nineteenth century that the growing demand for fixed nitrogen
caused severe concerns about the possibility of future famines due to the limited
availability of nitrogenous fertilizers. To overcome this perspective, the Frank—Caro
calcium cyanamide process was developed as a first source of synthetic nitrogen
compounds in 1898. Consecutively, the availability of cheap hydroelectric energy in
Norway and the United States triggered the development of the electric arc process for
the synthesis of nitrous oxides. A first plant delivered 7000 ton of fixed nitrogen in
1908. However, the energy consumption of the electric arc process corresponds to a
tremendous fossil fuel consumption of about 600 GJ per ton of fixed nitrogen [6].

Though the composition of ammonia had already been ascertained by C.L.
Berthollet in 1785, the direct synthesis of ammonia from the elements was
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considered infeasible up to the beginning of the twentieth century. It was the merit of
the German chemist F. Haber to apply the new evidences from the emerging
discipline of thermodynamics to the ammonia synthesis reaction. Consequently,
he found that for a commercially feasible ammonia synthesis, a high-pressure recycle
process would be required. Within this conclusion, the idea of a recycling process
deserves some special attention, as it changed the conversion-oriented equilibrium
approach of those days into a more modern space—time yield conception, considering
both equilibrium and kinetics. In 1908, Haber approached BASF (Badische Anilin &
Soda Fabrik), where consecutively Bosch led a team of engineers and scientists who
developed a commercial process in less than 5 years. A. Mittasch contributed an
economically feasible, iron-based catalyst that replaced the former osmium and
uranium materials. The first plant started production in Oppau in 1913 with a daily
capacity of 30 ton of ammonia. The German patents DE235421 [8] and DE238450 [9]
were granted for the key inventions of this new technology.

Recognizing the work on the development of the Haber—Bosch process, the Nobel
Prize for chemistry was awarded to Haber “for the synthesis of ammonia from the
elements” in 1918 and also to Bosch (together with F. Bergius) for “their contribu-
tions to the invention and development of chemical high-pressure methods” in 1931.

3.23
Development of Process and Pressure

Following a general trend in the petrochemical industry, the early ammonia pro-
duction facilities were based on coal gasification as a source of hydrogen, while later
on the use of naphtha and finally natural gas became more popular. Today natural gas
is the almost exclusive feedstock for the production of ammonia; correspondingly,
steam reforming is the process technology of choice. Figure 3.3 gives an overview of a
typical steam-reforming front end including main reactants and products.

Thekey elements of the front end are the primary reformer, which can be described
as a set of catalyst-filled tubes being arranged in a fired box, and the secondary
(autothermal) reformer, where air is fed to the process for further heating and
simultaneous introduction of nitrogen. Maximum temperatures of more than
1000 °C are reached. It has to be noted, however, that there is a variety of different
front end processes available from different licensors. These include processes with
deviating duty allocation for primary and secondary reformer" as well as systems
with process gas heated reformers® and different solutions for carbon dioxide
removal® and synthesis gas purification.”

1) For example, Braun purifier process and AMV process (ICI) — both with increased duty of secondary
reformer.

2) For example, advanced Gas Heated Reformer (Johnson Matthey), Kellogg Reforming Exchanger
System and Combined Autothermal Reformer (Uhde).

3) For example, Benfield process (UOP) and aMDEA process (BASF).

4) For example, Methanation and Braun Purifier.
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Figure 3.3 Typical ammonia plant front-end structure, including main reactants and products.

The front-end product is a mixture of hydrogen and nitrogen, typically contam-
inated with some inert gases like methane and argon, but virtually free of catalyst
poisons. In the next step, the so-called synthesis gas is routed to the synthesis gas
compressor. The compressor is the bridging element in between the medium
pressure front end and the high-pressure synthesis loop. It is a key equipment of
the ammonia process. Further details and steps in development will be summarized
in Section 3.2.4.

From the compressor, the gas is then forwarded to the synthesis loop, which from a
generalized point of view is still quite similar to the very first concepts. All synthesis
loops, old or new, consist of the following elements:

o Synthesis gas preheater

¢ Reactor system

¢ Heat recovery and cooling system (most often integrating the a.m. synthesis gas
preheating)

e Knockout vessel for liquefied ammonia

e Connections for addition of fresh makeup gas and as far as required extraction of
purge gas

» Recirculator for unreacted synthesis gas

Figure 3.4 gives an overview of an Uhde two-converter loop, showing some typical
features of a modern large-scale ammonia synthesis loop.

The synthesis gas makeup enters the loop upstream of the chilling system, is
cooled down, and then mixed with the loop gas upstream of the ammonia separator.
Residual traces of water are therefore washed out by the ammonia product and do not
reach the sensitive synthesis catalyst. The energy of the cold gas stream is recovered
in a cold exchanger. The gasis then recompressed and fed to the reactor system via the
synthesis gas preheat section that includes a gas/gas heat exchanger and an interbed
heat exchanger. A two-reactor system comprising three catalyst beds can often be
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Figure 3.4 Sketch of typical ammonia synthesis loop (Uhde: two-converter loop, ~200 bar).

found in modern large-scale plants. The waste heat from the exothermic synthesis
reaction is recovered in two HP steam boilers, one downstream each reactor. The
synthesis gas, now rich in ammonia, is then further cooled down in the above-
mentioned gas/gas heat exchanger, a water cooler, the cold exchanger, and two
ammonia refrigerated chillers. In this process step, the product ammonia is liquefied
and separated from the loop. A purge gas stream is extracted from the loop to
maintain a reasonably low concentration of inert gases such as argon and methane.
Purge gas and product are replaced with fresh synthesis gas.

Depending on the licensor and process type, there can be deviations, for example,
in the number of converters and catalyst beds, heat recovery, cooling systems, and
location of terminal points for makeup gas and purge. Compressors are known with
three- and four-nozzle design, that is, with mixing of makeup and recycle gas in the
last stage (three nozzle) or with separate sections for makeup gas compression and
loop recirculation (four nozzle). Some of these deviations, in particular those being
exemplary for the development of the process, will be summarized in the following
paragraphs, though the main focus shall remain on the development of catalysts and
loop pressure.

While for the early demonstration units, osmium and uranium had been used,
it was the promoted iron (magnetite) catalyst developed by Mittasch that opened
the door to commercialization of the Haber-Bosch process. Osmium had to be
ruled out for cost and availability reasons, uranium is impracticable due to its
sensitivity for permanent oxygen compound poisoning. Emphasizing the out-
standing work of Haber, Bosch, and Mittasch, magnetite-based catalysts are still
state of the art today.
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As an exception that proves the rule, the KAAP (KBR Advanced Ammonia Process)
ruthenium-on-carbon catalyst was introduced to commercial application with a
Canadian plant retrofit in 1992. The manufacturer claims that the activity of the
catalyst exceeds that of magnetite-based materials by about an order of magnitude.
The precious metal catalyst was developed to be the technological heart of the KAAP
process, operating at a loop pressure as low as 90 bar. The high activity of the catalyst
lowers the barrier of activation energy and thus allows reducing the synthesis
temperature. The lower temperature, however, is in favor of a higher equilibrium
concentration of ammonia and thus compensates the effect of the low pressure. Even
though there were two large-scale plants commissioned in 1998, the KAAP catalyst
was never able to take the magnetite’s place in the market.

The ICI AMV process operates at a similar pressure as the KAAP process and thus
is a second example for a low-pressure ammonia synthesis, using however a
promoted, still magnetite-based catalyst. A prototype plant was commissioned in
Canada in 1985, further plants followed in China. Both KAAP and AMYV processes
derive some investment savings from the use of a single-casing turbo compressor for
synthesis gas service, which however is compensated by a larger refrigeration system
and higher catalyst cost.

In contrast to the above-mentioned low-pressure designs, other processes were
realized with much higher pressures. Synthesis loop pressures from 300 to 1000 bar
have been proposed and realized. At such high pressures, it is possible to liquefy the
ammonia product with cooling water instead of using a dedicated refrigeration
system. From an energetic point of view, however, the optimum synthesis loop
pressure is expected to be in the range of 200 & 50 bar [10]. Maybe for this reason,
today there seems to be a settlement at about 140-210Dbar loop pressure for
commercially available processes using magnetite-based catalysts.

The optimum synthesis loop pressure turns out to be a trade-off in between of
makeup gas compression on the one side and recirculation as well as chilling duty for
product separation on the other. The energy requirements of both the recirculator
and the refrigeration system, however, depend on the conversion per pass. Low
conversion means high gas flow rates and low product separation temperatures, both
resulting in high energy cost. High conversion reduces the gas flow rate and allows
condensing significant parts of the production at cooling water temperatures and
thus without loading the refrigeration system. The potential savings in operating
cost, however, are counterbalanced by relatively high catalyst volumes and corre-
sponding investment costs. It is therefore a primary objective to get the maximum
conversion out of a given catalyst volume. Consequently, the reaction rate has to be
kept as high as possible. In this context, low temperatures stop down the reaction
kinetics, while high temperatures reduce the distance to equilibrium and thus lower
the driving force. The most common way of achieving close to optimum reaction
temperatures is the stepwise conversion in multibed converters with interbed gas
cooling.

Figure 3.5 shows both the early technology of quench cooling (b), where the gas is
cooled by the addition of cold and unreacted gas, and the preferable indirect heat
transfer (c), where the hot gas is indirectly cooled in interbed heat exchangers. As the
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Figure 3.5 Progression of ammonia concentration and temperature in a multibed converter: (a)
equilibrium curve, (b) quench cooling, and (c) indirect heat transfer.

diagram shows, for a given catalyst volume, quench cooling results in a lower
conversion, since parts of the fast reacting, fresh gas are diluted with gas of a higher
ammonia content.

To further reduce the power requirements of the recirculator, the former axial flow
catalyst beds have been replaced with radial flow beds of a hollow cylinder geometry.
Here, reduced gas velocities as well as the shortened flow path through the catalyst
bed contribute to a significant reduction in pressure drop and related energy losses.
Furthermore, the inner space gives a welcome opportunity to efficiently integrate the
interbed heat exchangers needed for indirect cooling.

As a consequence of the high amount of waste energy from front-end and synthesis
reactions, however, the overall energy consumption as far as exceeding the minimum
energy for chemical conversion is predominantly determined by the quality of the
waste heat system. Modern plants, therefore, involve well-integrated high-pressure
steam cycles for waste heat recovery; thus, the energy consumption of a modern
steam reforming ammonia plant can be as low as 28 GJ/tonyy;. This means that
almost 66% of the energetic input to the process can still be found in the product [6].

Coming back to the development of synthesis pressure, it is an interesting, recent
innovation to merge a medium-pressure synthesis section and a proven high-
pressure synthesis loop within a single process concept. Following this basic idea,
the Uhde dual-pressure ammonia process integrates a once-through synthesis
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converter in between the two casings of the synthesis gas compressor, thatis, at about
100 bar, complemented by a conventional two-converter loop further downstream.
The concept is considered to be the key invention of recent megascale, single-train
plants, such as 3300 ton/day plant operated by the Saudi Arabian Fertilizer Company
(SAFCO) in Al Jubail, Saudi Arabia. It allows a significant 50% step-up in capacity,
still on the sound basis of proven equipment.

3.24
Special Aspects

To complement the process-related aspects as summarized in Section 3.2.3, this
section shall add some mechanical points, such as development and impact of
compressor technology and some basic material selection criteria as far as being
specific to the synthesis of ammonia.

As already pointed out above, the synthesis gas compressor is a key equipment of
the Haber—Bosch process. In the early days of direct ammonia synthesis, piston-type
compressors were used, being rather flexible in outlet pressure but demanding from
a maintenance point of view. Besides high maintenance cost, the low reliability and
availability as well as the limitation in capacity have to be addressed as the major
drawbacks of piston compressors. Consequently, the single-train capacity of an
ammonia synthesis plant was limited to about 200 ton/day up to the early 1960s.
It is one of the most important developments in ammonia synthesis technology that
M.W. Kellogg introduced centrifugal compressors in 1963. Consecutively, the single-
train capacity of new plants jumped to about 1000 ton/day within the next years.
Somewhat slower, the trend to larger scale plants is still persisting today, with the
above-mentioned 3300 ton/day plant in operation and plant concepts for 4000 ton/
day and above being proposed. Furthermore, the changeover to turbo compressors
significantly contributed to the high availability of modern plants. The failure rate of
modern turbo machinery is low enough to rely on a single compressor without any
redundancy. Since dry gas seals are applied to the synthesis gas compressor, a second
weak point of earlier compressors, the possible contamination of synthesis loop,
catalyst, and product with lube oil, can be avoided.

A potential disadvantage of turbo compressors may be found in the limited
pressure ratio. Based on a typical suction pressure, the turbine tip speed and the
rotor dynamics and related vibration issues limit the discharge pressure of a two-
casing synthesis gas compressor at slightly above 200 bar, which, however, has proved
to be absolutely sufficient. For higher pressures, a third casing would be required,
which would cause a step change in investment cost and thus most often is avoided.

With respect to material selection, itis important to know about the typical process-
related corrosion mechanisms. In the field of ammonia production, one should keep
in mind the following:

Metal Dusting: The term metal dusting describes a phenomenon being typical
for synthesis gas-related processes. In reducing atmospheres containing CO at
some 500-800 °C, the carburization of typical construction materials is followed

63



64

3 Catalytic and Noncatalytic Chemical Synthesis

33

by the rapid destruction of the metallic matrix. Metal dusting, however, does not
occur in the ammonia synthesis section, but in critical parts of the steam-
reforming front end.

Nitriding: The nitriding (also known as nitridization) of steels is a well-known
and widely used surface hardening process. It does, however, also occur in
ammonia synthesis loops. Nitriding requires the simultaneous presence of a
nitrogen donor such as ammonia and a sufficiently high temperature, that is,
about 400 °C and above. In contrast to the controlled surface hardening process,
within ammonia synthesis loops the process is continued over a long period of
time. Even the thick-walled parts, particularly made from ferritic steels, can
therefore show severe in-depth embrittlement, as the nitriding depth is almost
proportional to the square root of the exposure time for ferritic materials. Finally,
the fatal failure of equipments can follow. Therefore, for critical components,
austenitic materials are to be used that are not penetrated to significant depths.
Furthermore, design and operation procedures should limit alternating stresses
to avoid cracks in the brittle surface, which can also accelerate the progress of
nitridization.

Chemical and Physical Hydrogen Attack: Similar to the nitridization process, the
chemical and physical hydrogen attacks also start from the adsorption and
dissimilation of molecules from the gas phase — hydrogen in this case. The
atomic hydrogen is then small enough to diffuse through the material structure,
ready to recombine at any time (physical hydrogen attack). The hydrogen may
also react with carbon and unstable carbides to form methane (chemical
hydrogen attack). Especially in the case of methane, the resulting molecules
are entrapped within the material structure, since they are too large for effective
diffusion. The resulting cavities grow along the grain boundaries, leading to fatal
failure in the end. The limits of use with respect to hydrogen attack can be read
from Nelson curves for various steels [11].

Stress Corrosion Cracking: Another corrosion mechanism that can lead to
catastrophic cracking is the so-called stress corrosion cracking. It is well known
from austenitic materials already at very limited exposure to chlorides. Therefore,
the stress corrosion cracking needs to be accounted for when designing, for
example, the austenitic waste heat boilers. Stress corrosion cracking, however, is
not limited to chloride-exposed austenitic steels. It is also known from pressur-
ized and atmospheric vessels for ammonia storage. As stress corrosion cracking
is based on chemical attack that is focused on high-stress regions, increased
temperatures lead to accelerated crack propagation. The preventive measures
should include but not be limited to the careful relaxation of residual stresses.

Urea Process

The urea synthesis is another example of a large-scale industrial process. The urea
production is realized under high pressure between 145 and 204 bar. In contrast to
the ammonia process, described in Section 3.2, no catalyst is used so far.
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3.3.1
Basics and Principles

Urea was first discovered in urine in 1773 by the French chemist Hilaire M.
Rouelle [12]. Pure urea (CO(NH,;),) is a white, at room temperature, crystalline
compound, which represents a bulk chemical with an annual production of about 129
million ton. Urea plays a significant role in soil and leaf fertilization (more than 90%
of total use) [13]. Because of its high nitrogen content (>46 wt%) and its nonhaz-
ardous character, it is today the dominant nitrogen source in agriculture. Further
applications of urea are the production of urea/formaldehyde resins and melamine
as well as its usage as reactant for the NO,, reduction [13].

The British chemist John Davy synthesized urea first in 1812. As Davy was
unaware of his success [14], the first urea synthesis is usually credited to the German
chemist Friedrich Wohler [13]. In 1828, Wohler discovered that urea can be produced
from ammonia and cyanic acid, which proved that organic components can be
prepared from inorganic substances. Thus, Wohler’s discovery represents one of the
most important steps in the history of organic chemistry.

The industrial synthesis from ammonia (NH;) and carbon dioxide (CO,), which
had already been suggested by the Russian chemist Alexander Basaroff in 1868 [12]
and is exclusively used nowadays, comprises of two consecutive reactions in a liquid
phase via the intermediate ammonium carbamate (NH,COONH,). Under industrial
process conditions, the mixture of reactants, intermediate, and products form a two-
phase mixture (Figure 3.6). For this reason, strong interaction between vapor-liquid
and reaction equilibria can be observed [13].

In the first reaction step (Eq. (3.15)), two molecules of ammonia react with one
molecule of carbon dioxide forming one molecule of ammonium carbamate [13].

2NH; (1) + CO,(1) < NH,COONH,, A,H = —117kJ/mol (3.15)

In the consecutive reaction (Eq. (3.16)), one molecule of urea is produced by the
dehydration of one molecule of ammonium carbamate [13].

NH,COONH, < CO(NH,), + H,0, AH = +15kj/mol (3.16)

Both Egs. (3.15) and (3.16) represent equilibrium reactions. The carbamate forma-
tion step (Eq. (3.15)) is exothermic and hence, according to the le Chatelier-Braun
principle (see Section 3.1.1), favored by lower temperatures. At temperatures favorable

NH3(@)  CO,(9) Vapour-liquid H0(9) Gaseous phase

T equilibria \ﬂ

W i

2NH; (1) + CO; (1) < NH,COONH, & CO(NH,), + H,0 (1) Liquid phase
\/

Kineticsincluding
reactive equilibria

Figure 3.6 Interaction of vapor-liquid and reaction equilibria.
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to reaction kinetics, the equilibrium is shifted somewhat to the reactants side. This can
be compensated via higher pressure as the latter increases the solubility of the gaseous
reactants in the aqueous reaction phase [13]. In the industrially relevant pressure range
of 150-200 bar for the first reaction (Eq. (3.15)), the equilibrium is practically on the
ammonium carbamate side [13].

The urea formation step (Eq. (3.16)) is endothermic and hence favored by higher
temperature. For this reason, the heat released by the carbamate formation is partially
reused. Contrary to the carbamate formation, the dehydration of carbamate repre-
sents a slow reaction as it is kinetically controlled. From this point of view, high
temperatures are advantageous in increasing reaction speed, thus reducing required
residence time within the reactor (industrial scale: 0.3-1h) [15].

The overall yield of urea is maximized at reaction temperatures between 180 and
210°C[13]. The optimal ratio of the reactants NH3 : CO, to maximize the urea yield is
somewhat above the stoichiometric ratio of 2 mol NH3/mol CO, [13]. However, in
industrial processes, this ratio is often increased in order to maximize the conversion
of carbon dioxide [13].

In addition, the excess of ammonia reduces the required synthesis pressure, which
is related to the strongly nonideal behavior of the vapor-liquid equilibrium. At a
NHj3: CO, ratio around 3, a pressure minimum azeotrope can be observed for the
reactive system [13]. Starting from the composition at the pressure minimum, an
increase of the NH; : CO, ratio results in a lower pressure rise than a decrease. This
contributes to the fact that ammonia is better soluble in the liquid water/urea phase
than carbon dioxide [13]. For this reason, in most of the industrial urea processes, the
molar NH3: CO, ratio in the reactor is adjusted to be around 3:1 or higher.

The amount of water in the reaction mixture should be kept to a minimum as
according to the law of mass action (see Section 3.1.1), water has a negative effect on
the urea yield.

Due to the incomplete second reaction, the reactor outlet mixture contains
significant amounts of ammonium carbamate in addition to urea and water.
The ammonium carbamate is usually removed by decomposing into its constituents
ammonia and carbon dioxide (reverse reaction of Eq. (3.15)) via increasing temper-
ature and decreasing pressure [12]. Stripping using ammonia or carbon dioxide also
supports ammonia carbamate decomposition [12] (see also process description in
Section 3.3.2) and, in addition, removes the formed ammonia and carbon dioxide
from the liquid phase.

An undesired consecutive reaction is the formation of biuret (NH(CONH,),) by
affiliation of two urea molecules (Eq. (3.17)). As biuret exerts harmful influence on
vegetation, its content in fertilizers is strictly limited (in most cases <0.9 wt%) [16].

2CO(NH,), < NH(CONH,), + NH; (3.17)

Biuret formation is also favored by low ammonia content (law of mass action) [13].
Since the partial pressure of ammonia also depends on the overall pressure, biuret
formation is negligible in the high-pressure synthesis but has to be taken into
consideration in the medium and low-pressure sections of the plant. In these
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sections, biuret is formed in significant amounts only at high temperatures, which
indicates a kinetic hindrance.

Thus, the residence time at high temperatures should be reduced to minimize urea
product losses through both reverse reactions of urea synthesis (Egs. (3.15)
and (3.16)) and biuret formation [13].

More information about the complex thermodynamics and kinetics of the urea
synthesis is given by Chao [12] as well as Meessen and Petersen [13].

332
History of Urea Process

In the beginning of the twentieth century, urea was produced on an industrial scale by
hydration of cyanamide, which can be obtained from calcium cyanamide [13]. After
the development of the Haber-Bosch process (see Section 3.2.2), the synthesis from
ammonia and carbon dioxide became more attractive [13]. The industrial process
based on these reactants has been developed in 1922 and is called Bosch—Meiser urea
process after its discoverers [17], which represents the basis for all industrial scale
processes nowadays [13].

The very first urea synthesis processes were so-called once-through processes
(Figure 3.7) [13, 15, 16]. To realize the high pressure in the synthesis part, the liquid
ammonia is pressurized by a pump, whereas a compressor is required for the
gaseous carbon dioxide. Downstream of the synthesis reactor, the pressure is
released stepwise (flashed). This also supports the ammonium carbamate decom-
position. Because of the limited conversion (about 35% of NH; and 75% of CO,), a
significant amount of nonconverted ammonia is released during flashing. The
ammonia is usually neutralized by acids (e.g., nitric acid) producing corresponding
ammonia salts. Both final products (urea and ammonia salt) can be applied as
aqueous or solid fertilizers.

To obtain solid urea from the aqueous solution, two further process steps, namely,
evaporation and shaping by prilling or granulation, are required (Figure 3.7). These
process units are most independent on the previous synthesis step and, thus, can be
applied in a similar way to all urea synthesis processes. A more detailed description of
the shaping procedure is given at the end of this section.
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Figure3.7 Blockflow diagram of once-through process for urea synthesis with optional production
of ammonia nitrate (AN).
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Figure 3.8 Block flow diagram of conventional total recycle process for urea synthesis with
consecutive production of solid urea.

The limited carbon dioxide conversion and the huge amounts of the by-product
ammonia salt represent major disadvantages with respect to production of pure
urea. Thus, once-through urea synthesis processes do not have any significant
industrial relevance nowadays. Modified processes have been developed, which
allow recycling of the nonconverted reactants, thus increasing overall conversion
and yield.

In a first developmental step, the ammonia released in the flash vapor was
separated, condensed, and recycled as liquid to the reactor. This partial recycle
process [13, 16] was replaced by the total recycle processes [13, 16], in which nonreacted
carbon dioxide is also recycled (Figure 3.8). The recycling can be carried out via
gaseous or liquid streams. Gaseous streams are disadvantageous with respect to
energy efficiency (necessity of unfavorable compression work) and capital cost since
compressors are required. Alternatively, the ammonia and carbon dioxide containing
flash gas can be absorbed in water at the pressure level of the stripping section. The
absorption of carbon dioxide is enhanced as it reacts with ammonia within the liquid
phase forming ammonium carbamate (see Eq. (3.15)) (the so-called carbamate
condensation). Compared to the recycling of gas streams with compressors, the
liquid ammonium carbamate solution can be pressurized more easily by using less
expensive pumps.

However, the handling of the very corrosive ammonium carbamate represents a
major challenge [16]. In addition, the aqueous recycle increases the water concen-
tration in the synthesis part, thus impeding the urea formation (see Section 3.3.1).
For this reason, the total recycle process is often operated at high molar NH;3: CO,
ratio up-to 4-5 to increase carbon dioxide conversion and minimize the aqueous
recycle [13].

The so-called stripping processes (Figure 3.9) developed by Stamicarbon [18] and
Snamprogetti (nowadays Saipem) [19] in the 1960s represent the state-of-the-art urea
production technology. In the stripping processes, the amount of recycle flow from
outside the high-pressure section is reduced. This significantly lowers the energy
consumption of the recycle pump. The stripping processes make use of the effect that
ammonium carbamate can also be decomposed by stripping using carbon dioxide
(applied by Stamicarbon) or ammonia (applied by Snamprogetti). This stripping can
be performed under synthesis pressure within a vertical tube heat exchanger to avoid



3.3 Urea Process |69
\--...High Pressure _____
NH; (1) @ Pump 1 W ! carbamate
¢ |High Pressure :
Compressor : H Air&
H : ir
: T l : TWater TWater
Airl 5 co, : L i
H “ -2 ! ow Pressure . Prilling or
: Stripping +—>{ Recirculation [—>| Evaporation || ¢ 2nulation
CO,(9) : '

Tar

Figure3.9 Block flow diagram of stripping process for urea synthesis with consecutive production
of solid urea.

temperature decrease. The stripping processes also enable more efficient heat
integration. In this way, the specific steam consumption of approximately 1.4 ton
of steam per ton of urea in conventional processes is significantly reduced to 0.8
1.0 toNgteam/t0Nyrea [13].

State-of-the-art urea plants based on the stripping technology are designed up to
3850ton of urea per day. The daily feedstock requirements of such a plant are
2200 ton of ammonia and 2800 ton of carbon dioxide.

An overview of some commercially used processes with related synthesis condi-
tions is given in Table 3.1. The listed NH3/CO, ratios refer to the stream composition
at reactor inlet.

To obtain solid urea, in the first step, the water content of the urea solution is
reduced by evaporation. The evaporator is operated with vacuum as fairly low
temperatures reduce biuret formation (see Section 3.3.1). In addition, attention
should be given to short residence times. If very low water concentration is required
(e.g., for prilling), it can be necessary to realize two successive evaporation steps with
decreasing operating pressure [13]. This is related to the complex crystallization
behavior of the water /urea melt, which can lead to undesirable crystallization within a
single-step evaporation at low water concentration.

Solidification of dehydrated urea melt is realized in the last process step by prilling
or granulation [13, 15]. Prilling requires a water content as low as 0.25 wt%, whereas
for granulation, boiling down to a water content of 1-5 wt% is sufficient [13]. In both
processes, air is essential to remove the heat of crystallization.

In the prilling process, the urea melt is fed to the prilling tower top, where
small droplets are formed by the use of showerheads or rotating, perforated
buckets [13]. In addition, a countercurrent airflow is passed through the tower.
The evaporation of water and cooling of the melt during the free fall of the
droplets lead to urea crystallization. At the tower bottom, the solid prills are
removed.

Nowadays, granulation processes are mainly realized by using fluidized beds.
The bed is fed with recycled urea granules, which are screened out of the final urea
product due to undersize or oversize (the latter is crushed before recycling). At the
bottom of the fluidized bed, the urea melt is sprayed into the bed. The liquid gets in
contact with the granules and solidifies on their surface. In this way, the granules

Urea (s)
—



Table 3.1

Selected overview of historic and presently used urea processes with approximate synthesis conditions [12, 13, 15, 20].

Process type

Process name

Company/companies

Pressure (bar)

Temperature (°C)

Characterization

Once-through processes

Partial recycle processes

Total recycle processes

Stripping processes

Gaseous recycle

Liquid recycle

CO, stripping process

Ammonia and
self-stripping process

Advanced process
for cost and energy
saving (ACES)

Isobaric double-recycle
process (IDR)

Chemico, CPI-Vulcan,
Inventa, Stamicarbon,
Weatherly, and so on

Chemico, CPI-Allied,

Inventa, Montecatini,

and so on

CPI-Allied, Chemico

Chemico, Inventa, Lonza-
Lummus, Snamprogetti Sta-
micarbon, and so on
Stamicarbon

Snamprogetti/Saipem

Mitsui Toatsu Chemicals

Montedison

200-240

200-210

200-210

140-180

150-156

175

200

180-190

About 200

About 200

170-185

170-200

185-190

190-200

Two-stage flashing for carbamate
decomposition

Recycling of ammonia after
liquefaction

Two-stage flash for carbamate
decomposition

High NHj3: CO, ratio (4-5 mol/mol)
to minimize CO, recycle

Two—four flash stages

In addition to CPI-Allied, conden-
sation of NH3 and CO, and recycling
as ammonium carbamate solution
Stripping with CO, feed

NH;: CO, ratio: 2.8 mol/mol
Stripping with evaporating NHj3
(self-stripping)

Higher NH3: CO, ratio of 3.3-3.8 to
provide NHj for stripping
Stripping with CO,

NH; : CO, ratio: 4 mol/mol
Successive stripping with NH; and
CO, at different pressure levels
NH;: CO, ratio: 4-5.1 mol/mol

sisay1uds [oo1uiayd 211djp1vauoN pub andipivd) ¢ | (Y4
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gradually increase in size. Granulation processes usually require additives like
formaldehyde [13] to reduce dust generation during granulation and enhance the
storage stability.

Prilling was popular for a long time (low investment and operating costs), but it is
limited to small particles (<2.1 mm) and generates a lot of dust, which has to be
removed. In addition, prilled urea is less robust concerning crushing strength
compared to granulated urea [13]. For these reasons, granulated urea is predomi-
nantly used for agriculture application, whereas prilled urea is mostly used by the
chemical industry.

333
Integration of Ammonia and Urea Processes

In practically all urea production plants operated today, the ammonia and urea
process plants are fairly independent of each other. The stand-alone operation of each
plant during shutdown periods of the other plant is usually possible, provided that the
feedstocks are available and the products can be stored.

In principle, the ammonia and urea processes offer some potential for inte-
gration, associated with considerable reductions in energy consumption as well as
capital investment. Several different process schemes have been suggested (e.g.,
by Bonetti [21] and Pagani and Umberto [22]). The main step in these concepts is
to replace the traditional CO, removal section in the ammonia synthesis gas
generation by an ammonia or ammonia/water scrubber. Thus, the carbamate
forming step would essentially become a part of the ammonia process. The
proposed process schemes vary in the design of this carbamate forming section as
well as in the treatment of both the carbamate solution and the ammonia synthesis
section.

So far, none of these alternative process schemes has been realized [13]. Funda-
mental reasons for this have not become public. However, the envisaged integration
of the process is likely to reduce operational flexibility of the plants as a whole and can
be expected to make the plants more difficult to operate [13].

334
Special Construction Materials

During material selection, special attention has to be given to the intermediate
product ammonium carbamate. This component can cause active corrosion rates up
to 50mm per year [13]. Therefore, equipment, which comes into contact with
ammonium carbamate solution, has to be made of proper material. In addition to
good corrosion resistance, the materials applied have to meet further requirements
like sufficient mechanical properties, weldability, price, and so on. Often stainless
steels like AISI 316L and 317L have been used [13].

The sensitivity to corrosion of stainless steels can be reduced by adding a certain
amount of the so-called passivation air to the carbon dioxide or ammonia stream to
maintain a minimum oxygen concentration in the synthesis system. The oxygen
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enables the formation of a protective oxide layer on the metal surface [13]. To
reduce the risk of corrosion, the fluents containing significant amounts of
ammonia carbamate are usually forwarded by gravity or by means of ejectors [16].
However, high temperatures can lead to spontaneous activation of passivated
steel [13].

The most critical corrosion conditions are present within the high-pressure
strippers. Therefore, even higher grade materials like 25Cr22Ni2Mo (Stamicarbon)
or duplex alloys (Mitsui Toatsu Chemicals) are required [13].

Recently, completed research revealed new materials like Safurex® from Sandvik
Materials Technology (applied in Stamicarbon synthesis) and DP28W™ from
Sumitomo Metals (applied in ACES synthesis) or composite materials like
Omegabond™ from ATI Wah Chang (applied in Snamprogetti synthesis). The
application of such materials can have additional positive effects on the urea
synthesis. Due to higher corrosion resistance, the amount of passivation air can be
minimized or even be eliminated. This reduces the amount of process off-gases and
increases the process capacity. In addition, the wall thickness can be reduced due to
both higher strength and lower corrosion rates lowering construction weight and
overall material cost.

The application of the new (composite) materials can be combined with the
concept of multilayer vessels (see Section 3.4.1). In the urea synthesis, the idea of
multilayer vessels is often applied to the urea reactor due to its large dimensions. In
doing so, the choice of the inner wall material can be focused more on corrosion
resistance than on material strength.

3.4
General Aspects of HP Equipment

In general, for all processes dealing with high pressure, the wall thickness of
equipment results in increased weights and costs. In the design phase of high-
pressure equipment, consideration has to be given to shape and material. High-
strength materials may reduce wall thickness but may not be resistant to process
media with respect to corrosion or other deterioration. High-pressure processes
often go together with high temperatures that further increase the wall thickness.
Therefore, consideration must also be given to the thermal insulation of the process
media from the pressure-bearing parts by internal insulation or internal baskets (e.g.,
ammonia converters) designed for differential pressure only.

For corrosive service, the use of cladding or loose liners may also be applied. In
some cases, leak detection devices may be required for ensuring safe operation of the
vessel during its lifetime. In urea plants, corrosion rates may reach meters per year
for ferritic steels in contact with process media. Therefore, the selection of corrosion-
resistant materials in contact with such media is obligatory. Use of cladding or lining
allows selection of high-strength materials for the pressure-bearing wall that would
fail due to corrosion in case of direct contact with the process medium.



3.4 General Aspects of HP Equipment

3.4.1
Multilayered Vessels

Multilayered or multiwall vessels were specially developed to cope with high
design pressures. Multilayer means a multiple of sheets (~8 mm thick) that are
arranged in concentric layers around a core pipe that is made from material
resistant to process conditions. The outer layers prestress the layers below due to
weld shrinkage of the longitudinal welds of each layer. The weld positions are
staggered to each other and the welds must be ground smooth properly before
applying the next layer with a temporary bandage to ensure proper fit before
welding. All layers apart from the core pipe have vent holes to avoid cavities that
may have adverse influences during operation, for example, by hydrogen diffusion
through the layers. Also, spirally wound multilayer design and strip wound vessels
are known.

A multiwall vessel means a multitude of several shells of ~45-50 mm thick-
ness. Each shell is fabricated separately after finishing the inner layer and
grinding the longitudinal welds flush with the base metal. The next outer layer
is then manufactured to fit to the existing inner shell. After grinding the
longitudinal welds, the outer shell is put in a furnace for heating up to light red
color near to annealing temperature and then the inner shell is inserted into the
heated shell. Shrink fit is achieved just by cooling down the outer shell. Also, in
this case, vent holes are provided for each outer shell. Both designs have in
common that the inner shells are subject to compressive stresses under pres-
sureless conditions. During pressurization, the compressive stresses are reduced
and in general the tensile stresses at the inner surface are lower than for a solid
wall vessel.

The multilayer design has the further advantage that a postweld heat treatment
(PWHT) for stress relieving is not required due to the low thickness of each layer. For
multiwall design, PWHT is typically required. The multilayer design has therefore
some advantages for high-pressure vessels that may have to be delivered in several
parts as no PWHT is required at site.

3.4.2
Recommendations to Vessel Design

As a general rule, one can say that long vessels with small diameter are more
economic than short ones of equal volume with large diameter because the
thickness of shells and heads increases with diameter. This is also influenced by
the number of necessary circumferential welds between single-shell barrels. The
use of hemispherical heads is advantageous as the thickness is only half of the shell
thickness or the thickness of dished heads. However, for smaller vessel diameters
and lesser wall thickness of heads, a single-wall dished head in “Korbboden” or
elliptical head formed from a plate without additional weld may be more econom-
ical. Hemispherical heads are typically fabricated in crown and petal design that
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require welding. Contrary to other dished heads, also formed from crown and
petals, the welding of petal weld seams can be performed with automated
processes.

In case of heat exchangers where both shell and tube sides are connected by
uninterrupted pipelines and other equipment where isolation of one side by valves or
blind is not possible, the tube sheets may be designed for differential pressure only.
Also, internals provided with insulation to prevent contact of hot process media with
the pressure wall of the equipment can be designed for a differential pressure only
and save money for the pressure vessel shell as it can be designed for a lower
temperature, whereas the internals must be designed for the high temperatures but
for lower pressures.

343
Gaskets and Bolting

For all high-pressure processes, gaskets are normally arranged in grooves or with
male—female flange connections. Also, solid metal gaskets as ring joint or lens
gaskets are used. All these gaskets have in common that they need a prestress for
getting tight. This can be avoided by using welded gaskets. These gaskets need no
prestress for ensuring tightness, but need more effort when the flange connection
needs to be opened. So this is the gasket of choice for applications where opening is
required only every few years.

For very high pressures, “Bretschneider” closing or double-cone gaskets were
used. For these designs, the internal operation pressure additionally stresses the
metallic gasket ring to ensure tightness. For a smooth fit with the flange surface,
the gasket rings are equipped with aluminum foils that get extruded into surface
unevenesses during pressurization of the HP vessel. Typically, these closings had
some leakages during raising the pressure during start-up. Therefore, care has to
be taken by tightening the bolts with the help of hydraulic bolt-tensioning devices.
In general, bolt loads increase with the pressure and large vessel diameters
increase the size of bolting. Typically, bolting larger than 2" or 3" is tightened by
hydraulic tensioning device. Torque-controlled tightening becomes more unexact
as the tightening torque converts into bolt-tensioning forces involving friction
between nuts and flange. Depending on surface smoothness and greasing, the
achieved values can be influenced. For the hydraulic bolt tightening, settling of the
flange and bolt contact surfaces under load may also have an influence on the exact
bolt force.

In order to avoid too large bolt sizes, several companies attempted designs
reducing both bolt size and bolt forces. ABB Lummus Heat Transfer invented the
so-called Breech Lock closing that is manufactured under license by companies,
for example, Koch Heat Transfer Inc. Superbolt™ developed a bolt design that
also reduced bolt forces for tightening of flanged connections. However, the last
one is mainly used for machinery, for example, turbine casings rather than
pressure vessels. This is due to design codes for vessels that do not know such
bolt design.
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Low-Density Polyethylene High-Pressure Process

Dieter Littmann, Giulia Mei, Diego Mauricio Castaneda-Zuniga,
Christian-Ulrich Schmidt, and Gerd Mannebach

4.1
Introduction

4.1.1
Historical Background

Low-density polyethylene (LDPE) is the oldest commercially available polyethylene
resin that was first discovered by ICI in 1933 during screening experiments on
various chemicals that apply high-pressure conditions. By compressing ethylene to
1400 bars in the presence of benzaldehyde and traces of oxygen, a white solid was
formed that proved to be LDPE. In 1936, ICI obtained a patent (Gibson et al., GB
471590) for the chemical polymerization process whose nature is of a free radical type.

LDPE attained rapid popularity due to its electrical insulating properties, which
were exploited for the development of radar technology during the Second World
War. After the discovery of LDPE’s excellent film forming properties in the late 1940s,
a sudden increase in demand took place, which triggered the worldwide commer-
cialization of the resin and related technologies.

4.1.2
Properties and Markets

With a consumption of about 20 million ton [1] per year in 2008, LDPE is one of the
world’s most important resin types. The majority of LDPE is used for film applica-
tions. This is due to the specific rheological properties of LDPE that are determined by
its branching structure and molecular weight distribution. LDPE has a statistical
distribution of short- and long-chain branches, formed intrinsically through intra-
and intermolecular hydrogen transfer reactions. Polymer properties are correlated
with the temperature and pressure conditions during polymerization, and can be
fine-tuned by controlling these values.
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4.13
Polyethylene High-Pressure Processes

Two different high-pressure processes using autoclave or tubular reactors are applied
for LDPE production. The autoclave process was developed by ICI, whereas the
tubular reactor process was developed by BASF Aktiengesellschaft (predecessor of
LyondellBasell’s Lupotech T process). Monomer conversion rates of the adiabatic
autoclave process can reach 25% compared to values up to 40% for tubular reactors,
where the heat of polymerization can be partly removed through the jacketed reactor
tubes via circulating cooling water.

4.1.4
Latest Developments

With the invention of linear low-density polyethylene (LLDPE) by coordinative
catalysis using ethylene and alpha-olefins as comonomers in the 1970s, many
consultants predicted a significant replacement of the entire LDPE product portfolio
by the novel LLDPE resins. As a consequence, only limited activities for further
development of the LDPE processes have been undertaken by the market players.

This picture did change when it became clear about two decades later that the
negative market expectations for LDPE did not materialize. The favorable LDPE resin
properties for film applications could not be matched by LLDPE. As a consequence, a
new wave of investments in LDPE plant capacity has been initiated by the petro-
chemical industry.

Parallel to these new investments, various process and equipment improvements
have been introduced to increase the overall process competitiveness. From this new
wave of investments in LDPE capacity, the tubular reactor technology could mainly
benefit due to the more efficient reactor scale-up. Today, tubular reactor capacities
up to 450 kiloton/annum (Company: SEPC, KSA; Technology: Lupotech T from
LyondellBasell) are in operation, whereas the largest capacity of an autoclave reactor is
about 200 kiloton/annum.

4.2
Reaction Kinetics and Thermodynamics

The free radical polymerization process for LDPE manufacture can be described by a

detailed kinetic scheme. This scheme allows the calculation of structural properties

such as molecular weight distribution and branching frequencies. Therefore, it

distinguishes several reaction steps, for example, initiator decomposition, radical

chain propagation, chain transfer to monomer and to modifier, intra- and intermo-

lecular chain transfer, -scission of secondary radicals, and chain termination.
The overall reaction takes place in the following steps:

Initiation — propagation + chain transfer — termination



4.2 Reaction Kinetics and Thermodynamics

4.2.1
Initiation

The polymerization of ethylene under high pressures can be initiated by the
following:

¢ Compounds that decompose into free radicals (e.g., peroxides).
e Oxygen.

The simplest type of initiation takes place by decomposition of an organic peroxide
into two radicals:

ROOR/ % RO +'O-R

For initiation and molecular weight control in free radical polymerization of
ethylene, a combination of several substances can be applied. Typically used free
radical initiators belong to the classes of di-alkyl peroxides, peroxy alkyl esters, peroxy-
carbonates, or di-acyl peroxides. The choice of the initiator mainly depends on its half
lifetime at application temperature. To generate a more or less constant radical
concentration level over a wide range of temperatures (e.g., 150-300°C), a combi-
nation of different initiators is commonly applied. A typical mixture consists of a low
and high temperature decomposing peroxide dissolved in hydrocarbons.

4.2.2
Propagation

The polymer is formed by multiple addition of the monomer to the free radical end of
a growing polymer chain:

-R* +CH, = CH, —> -R-CH,- CHZ

R-CH,-CH," — M=) | g (CH,-CH,),-CH,-CH,*

The heat generated during the polymerization reaction is about 3600k]J/kg
polymer.

When the reaction mixture contains not only ethylene but also the other so-called
comonomers suchas propylene, vinyl acetate, or acrylates, the reaction is more complex:

-CH,-CH}, + CH, = CH, % .CH,-CH;,

-CH,-CH, + CH, = CRH 2 .CH,-CRH"
-CH,-CRH" + CH, = CRH % .CH,-CRH"

-CH,-CRH” + CH, = CH, -2, .CH,-CH}
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Each of these reactions is characterized by its specific rate constant k;. The
composition of the polymer is determined by the copolymerization parameters
r1 =kq1/k12 and ry = kpy/kp1. If ry = r, = 1, the comonomer is randomly distributed in
the polymer chain. This is largely the case when vinyl acetate is copolymerized with
ethylene.

423
Chain Transfer

Besides reacting with ethylene or a comonomer, a growing polymer chain may also
reactwith transfer agents (modifiers). Modifiers are chemical substances, which easily
transfer an H-atom to the free radical end of a growing polymer chain. By this reaction
the modifier becomes a radical itself. This radical can start a new polymer chain, while
the growth of the polymer chain to which the H-atom is transferred is stopped.

-CH,-CH}, + HX -, .CH,-CH; + X"

k w
X"+ CH, = CH, — X-CH,-CH;

The free radical on the growing polymer chain is not eliminated from the reaction
but just transferred to a new molecule.

The effectiveness of a modifier depends on its chemical structure, concentration,
temperature, and pressure. A concentration-independent measure for its effective-
ness is the chain transfer constant, defined as the ratio of kinetic coefficients for the
transfer reaction to this substance and radical chain propagation reaction. Usually the
effectiveness of chain transfer agents is increased with rising temperature and
reduced pressure. The chain transfer constant of modifiers falls from aldehydes,
which are more effective than ketones or esters, to hydrocarbons. Unsaturated
hydrocarbons typically have higher transfer constants than saturated hydrocarbons
and a strong effect on polymer density must be considered because of the ability to
copolymerize that give a higher frequency of short-chain branches in the polymer.

Even the polymer itself can react as a chain transfer agent. In the latter case, one has
to distinguish between intramolecular and intermolecular chain transfer.

Intramolecular chain transfer leads to short-chain branching with mainly butyl
groups at the branches:

/CHZ\ /CHZ\

R-CH CH, R-CH CH,
*

| = |
H CH, CH,

*CH; HCH,
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Intermolecular chain transfer forms long-chain branches:

-CH,-CH}, + H-CR'R"H “ CH,-CH; + "CR'R"H

424
Termination

The growth of polymer chain radicals can be stopped by various reactions:

i) Two chain radicals may combine with saturation of the free valences:
R'-CH,-CH’+"CH,-CH,-R" -* R'-CH,-CH,-CH,-CH,-R"

This reaction forms very large molecules.
ii) Two chain radicals may form a terminal double bond (disproportionation):
R'-CH,-CH}+"CH,-CH,-R" . R'-CH = CH, + CH;-CH,-R"

The chain length is unaffected by this reaction.
iii) A chain radical reacts with an initiator radical:

R-CH,-CH}+"T -5 R'-CH,-CH, I

In all three cases, two free radicals disappear from the reaction mixture. In order to
keep the concentration of radicals in the reaction mixture constant, a new initiator
molecule must decompose into free radicals.

4.2.5
Reaction Kinetics

All the above-described reactions take place simultaneously in a polymerization
reactor. However, the rate of each reaction depends on the concentration of the
reactants and on the individual reaction rate constants k;. These rate constants largely
depend on pressure and temperature.

+AV;(P—Py)

ki = A; exp —AE _T

Each rate constant k; is characterized by a particular value of the factor A;, the
activation energy “E,, and the activation volume AV.
For polymerization at constant pressures, we can write

ki = A’ exp [—AEi/RT]
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43
Process

4.3.1
General Process Description

The overall process description is the same for both technologies and can be divided
into the following steps/process units:

e Compression

e DPolymerization

¢ DPolymer/gas separation and unreacted gas recycle
e Extrusion

¢ Degassing

Refer to Figure 4.1. Fresh ethylene and a chain transfer agent (modifier) are mixed
with the low-pressure recycle stream previously compressed in a booster compressor,
from almost atmospheric conditions up to 20-50 bar (depending on fresh ethylene
conditions). The combined stream is then compressed to an intermediate pressure of
200-300 bar approximately (supercritical conditions) in a multistage primary com-
pressor. Optionally, comonomers such as vinyl acetate, acrylic acid, and methyl
acrylate can be used for the production of ethylene copolymers, and in this case are
typically fed at the discharge of the primary compressor.

The booster and primary compressors are alternative multistage compressors,
equipped with interstage coolers. The number of stages of both compression steps
depends on ethylene supply pressure at battery limits as well as on the high-pressure
recycle conditions.
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Boaster primary  Hyp P
compressor
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tubular reactor flash separator  flash separator
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Figure 4.1 Flow sheet LDPE industrial production.
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The outlet stream from the primary compressor is mixed with the high-pressure
recycle gas stream and compressed in the hypercompressor up to a final pressure of
approximately 1200-2500 bar for autoclaves and 2000-3300 bar for tubular reactors.
The hypercompressor is a two-stage reciprocating compressor with interstage
cooling.

Downstream of the hypercompressor, the gas is heated or cooled depending on the
selected technology. Independent of the type of reactor, initiators (e.g., oxygen,
peroxides, mixture of peroxides, or mixture of oxygen and peroxides) are injected
in one or more injection points to start the polymerization. Starting temperature
requirements are 170-190°C for oxygen-initiated reactions and 150-170°C for
peroxides.

Modifiers control the molecular weight and act as chain transfer agents. The most
common are aldehydes (e.g., propionic aldehyde), ketones, esters, and hydrocarbons
such as propane, propylene, and 1-butene. The required quantity of modifiers can
vary according to the type and depending on the melt flow rate (MFR). Typical
aldehyde or ketone consumption figures are in the range of 1-4 kg per ton of product,
while the consumption of o-olefins is about 10 times higher.

One pass monomer conversion is between 15% and 25% in an autoclave reactor
and between 25% and 40% in a tubular reactor; therefore, unreacted monomer and
modifier have to be separated from the product. Normally two separation steps
operating at different pressures are provided.

The homogeneous mixture of LDPE + ethylene thatleaves the reactor is expanded
through a pressure control valve, from reaction conditions down to 200—400 bar,
where the molten polymer precipitates from the supercritical ethylene. Due to a
reverse Joule-Thomson effect, the expansion of ethylene at these conditions leads to
a temperature increase, which requires a proper cooling system before the first
separation is carried out. Most of the available manufacturing processes provide a
product cooler to reduce the mixture temperature down to 250-300 °C. Alternatively,
a direct gas ethylene side stream coming from the hypercompressor is used to cool
down the mixture.

Downstream of the cooling, a high-pressure separation step is provided to separate
the polymer from the unreacted gas. High-pressure separation is typically operated
between 230 and 290 barg and temperatures between 220 and 280 °C. The recovered
monomers are cooled down, separated from oligomers, and fed back to the process as
a high-pressure recycle gas stream at the inlet of the hypercompressor.

The mixture of LDPE and residual ethylene from the bottom of the high-pressure
separation vessel is then flashed almost to atmospheric conditions. Low-pressure
separation takes place at pressures in the range of 0.2-2.5 barg and temperatures in
the range of 200-260 °C.

The gaseous phase is cooled through different cooling steps during which
comonomer, if any, and by-products (e.g., oligomers, waxes, and oils) are separated
from the gas. Comonomers can be recovered eventually through a purification unit,
while by-products are disposed. The gas stream is compressed up to the fresh
ethylene supply pressure through a multistage reciprocating compressor (booster
COmMpressor).
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To avoid accumulation of inerts /poisons, a small amount of gas is normally purged
from the booster compressor and can be recovered into the cracker if this is available.

The polyethylene melt, which still contains residual ethylene and comonomer, is
directlydischarged to the extrusion section. Final removal of ethylene before baggingis
ensured by degassing in the extruder or/and in downstream dedicated degassing silos.

Additives can be added to the polymer in the extruder depending on the final
application.

4.3.2
Autoclave Reactor

The continuous stirred autoclave was originally the first viable manufacturing
process developed by Imperial Chemical Industries Ltd — ICI — (UK) in 1939 for
the production of LDPE.

The autoclave reactor is a single or a multiple stage continuous stirred tank reactor
(CSTR), as shown in Figures 4.2 and 4.3, with its characteristic residence time
distribution. The different reaction zones can be isolated by means of proper baffles
at the agitator itself. The number of zones in a multistage autoclave varies between
two and six.

The process is adiabatic and the reaction heat (AHg = 100k]J/mol) is mainly
removed by the feed gas, since the heat transfer through the vessel wall is negligible.
For this reason, the gas from the discharge of the hypercompressor is precooled
before entering the reactor.

The total conversion is given by the temperature difference between the reactor
inlet and outlet. Pressure influence on the conversion can be neglected.

Multizone autoclaves give the advantage, with respect to the single stage, of
operations with different temperatures in each zone (profile increasing from the
top to the bottom). This results in the manufacture of products with a broader
molecular weight distribution and increases the overall conversion working at higher
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Figure 4.2 Autoclave reactor: single zone reaction.
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Figure 4.3 Autoclave reactor: multizone reaction.

temperatures. The temperature in the different zones is controlled by acting on the
amount of initiator and cold gas injected. Different peroxides are injected in
the different zones to reproduce the temperature profile required by the product.
The maximum operating temperature is about 300 °C.

The reactor can be operated in a single-phase or in a two-phase region, which can
be beneficial for special product applications.

The agitator motor can be installed outside or inside the reactor. In the second case,
it is cooled down by part of the ethylene feed stream.

The current maximum size of autoclave reactors is about 25001 for a capacity of
approximately 200 kiloton/year of LDPE. The length to diameter ratio L/D can be as
low as 2 for a single zone and up to 20 for multizone reactors. Residence time ranges
between 8 and 60s.

433
Tubular Reactor

In 1942, the company Badische Anilin & Soda Fabrik Aktiengesellschaft - now BASF
SE (Germany) — started the production of LDPE using a tubular reactor process.

The tubular reactor is a plug flow reactor (PFR) provided with an external jacket
cooling water system. The polymerization takes place in a single homogeneous
phase.
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Figure 4.4 Tubular reactor: single ethylene feed or “S-reactor.”

Two different possible configurations are available:

o Single ethylene feed or “S-Reactor” (Figure 4.4), where the total ethylene flow
from the discharge of the hypercompressor is fed to the inlet of the reactor after
being preheated.

¢ Multiple feed reactor (Figure 4.5), where part of the total ethylene flow is fed to the
inlet of the reactor after being preheated and the rest is fed in one or more points
along the reactor after being cooled. In this case, the reactor can be designed with a
stepwise increase in diameter in order to compensate for the different flow rates
in the different sections.

In both configurations, the gas fed to the inlet of the reactor is preheated at
150-190 °C, depending on the type of the initiator, and the first initiator injection is
right at the inlet of the reactor creating the first reaction zone. As the mixture cools
after the first reaction peak, additional initiator injections along the reactor are
provided that create a sequence of different reaction and cooling zones (up to five).

In the multiple feed configuration, part of the reaction heat is also removed by
means of the cold ethylene gas injections along the reactor. The split between the hot
gas fed at the inlet and the cold gas can be from 40/60 up to 70/30.

The temperature profile as well as the peak temperature in each reaction zone
depends on the type of initiator as well as the properties of the desired product. The
temperature profile in the multiple feed reactor is characterized by a steep decrease at
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HYPERCOMPRESSOR
0—4—6}—; Zone 1 Zone 2 Zone 3
Heater [ ]
Cold gas [ 'Sl
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Figure 4.5 Tubular reactor: multiple cold ethylene feed points.
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Figure 4.6 Typical temperature profile for a single tubular reactor (single tube length 10 m).

the injection of cold gas. Typical temperature profiles for single and multiple feed
reactors are shown in Figures 4.6 and 4.7.

The velocity inside the reactor for both configurations varies from a minimum of
6m/s up to a maximum of about 20 m/s.

The maximum conversion depends on starting and peak temperatures in the
different reaction zones, the jacket cooling water temperature, and the overall heat
transfer coefficient. Maximum peak temperatures are about 310 °C, usually higher
with oxygen than with peroxides. Depending on the product, conversion can vary in a
range of 25-40%.
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Figure 4.7 Typical temperature profile for a multiple feed tubular reactor.
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Product properties are mainly affected by peak temperature, modifier concentra-
tion, and pressure:

o Density decreases with increasing peak temperature.
o Density increases with increasing pressure at constant peak temperature.
e MFI increases with the concentration of modifier in the reactor.

Current plants in operation have installed capacities for a single line up to
450kiloton/annum, and extension of the design up to 500 kiloton/annum is already
considered an achievable target. The tubular reactor consisting of a large number of
jacketed tubes, arranged in a serpentine-like structure, can reach total lengths higher
than 2km, with inner diameters between 10 and 100 mm and length to diameter
ratios from 10 000 to 40 000.

434
Safety

In the high-pressure LDPE reactor, runaway reactions can occur with very fast
increases in temperature (>500°C) and pressure (maximum achievable pressure
limited by safety devices) and this can lead to ethylene decomposition. Thermal
decomposition of ethylene is a radical reaction leading to the formation of carbon,
hydrogen, and methane. The decomposition reaction may occur at temperatures
above 330°C when the operating pressure is above 2500 barg. At lower pressures,
higher temperatures are required to have spontaneous decomposition. Other factors
such as impurities or the presence of iron oxides or other metal oxides can facilitate
the initiation of this reaction.

Ethylene decomposition is strongly exothermic (AHgecomp ethylene = 125 kJ/mol)
and its associated reaction heat causes simultaneous temperature and pressure
increases inside the reactor within a few seconds, further accelerating the decom-
position reaction itself.

To prevent such a scenario, an automatic interlock system actuated by redundant
temperature and pressure measurements is in most cases provided in order to totally
or partially depressurize the reactor and/or the surrounding process systems as soon
as an abnormal situation is detected.

Reactor systems are equipped with pressure relief devices (safety valves and
bursting disks) as an ultimate protection, which enable the release of all the reactor
contents into the atmosphere. A hot gas mixture is dispersed into the atmosphere
into one or more stacks with a nitrogen blanketing and/or water quenching system to
separate the polymer and cool down the gas.

Controlled release of gases from the reactor to the flare is also possible under
certain failures not implying decomposition risks. In this case, the pressure
release can be done in such a way that makes the peak flow rate to stay within
the acceptable limit of the flare. Benefits include reduced shutdown times and
environmental impact.

Other countermeasures thatincrease the overall safety of the existing high-pressure
technologies include the implementation of hydrocarbon detection systems in all the
process areas to detect any eventual leakage as soon as possible. Also, proper material
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selection and modern steel technologies are adopted to achieve optimized steel usage
that results in satisfactory lifetimes and fulfilling strict safety requirements.

4.4
Products and Properties

Theoretically, an almost infinite number of different grades can be produced in a high-
pressure polyethylene plant, due to the high flexibility in polymerization conditions
and the relative short transition times. In contrast to the low-pressure technology,
where the polymerization is carried out by Ziegler/Natta, chromium, or metallocene
catalysts, the high-pressure process can also use polar comonomers such as vinyla-
cetate, acrylic acid, or N-butylacrylate to modify product properties. With all these
opportunities, the resin producer can adjust the product portfolio to cover the market
needs at the current economic environment. LDPE homopolymer resins with
densities 0.917-0.934 g/cm’ at MFRs 0.15-100 g/10 min are available in the market.

Density [g/cm)
0.97 —
Functional film HDPE
E Tape and
0.96 — monofilament
Small blow
- moulding
Large blow
0.95—
Injection motiding
=t moulding
0.94 —

Injection moulding

0.1 001

MFR 190/5 [g/10 min]

Due to the unique polymer structure of LDPE with significant long-chain branch-
ing, they can easily be processed to show good thermal stability in the melt phase.
LDPE can be used in a large number of applications; with more than 60% of
applications in blown film, this has become the most important segment for LDPE,
followed by extrusion coating, injection molding, wire and cable, and blow molding.

4.4.1
Blown Film

LDPE resins cover a broad application range based on the type of density and melt
flow rate combinations used; for example, agricultural films, shrink films, and heavy
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duty bags have densities of 0.918-0.924 g/cm® and melt flow rates of 0.15-0.30 g
/10min. A special feature of LDPE resins is that with increasing density, the
molecular mass distribution gets more narrow, resulting in better optical properties
and lowering the already very low gel level, which makes the grades suitable for the
production of label films and surface protection films. There are two major trends in
the film market. One trend is to use higher density LDPE that offer converters the
potential for film thickness reduction; the other is the substitution of pure LDPE
films with blends of LDPE, LLDPE, and/or mLLDPE and the use of multilayer films.

4.4.2
Extrusion Coating

LDPE resins from autoclaves are used for extrusion coating due to their better
processing behavior related to the different kinds and higher amounts of long-chain
branching. This different molecular structure is a consequence of the specific
polymerization conditions of autoclave reactors. Autoclave grades have lower
neck-in during processing and better web stability during extrusion.

443
Injection Molding

LDPE homopolymers and copolymers for injection molding are characterized by
their softness and flexibility. Due to the polymer structure, these resins show
excellent processability and flowability at low melt temperatures, resulting in
world-class organoleptic properties.

Typically, injection molding grades are used for masterbatches. One of the main
masterbatches used in the polyolefins industry is LDPE-based silica masterbatches,
since SiO; is used in film applications as an antiblocking additive.

4.4.4
Wire and Cable

LDPE homopolymers include everything from power cables, insulation for coaxial
cables, and telephone cable cores to sheathing material. Especially, for medium- and
high-voltage cable insulation, a contamination-free resin with a very low gel level and
excellent dielectric properties is required.

4.45
Blow Molding

An additional advantage of LDPE resins is that no heavy metal catalysts are used for
the polymerization, and therefore stabilization with antioxidants is not required. This
feature makes LDPE a candidate for pharmaceutical applications, such as infusion
bottles made by the BFS (blown-fill seal) process. The worldwide market trend in this
application is the use of higher density LDPEs, since in most BFS production lines
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the sterilization step is the bottleneck and a stiffer LDPE with a higher melting point
offers higher sterilization temperatures and therefore shorter cycle times.

4.4.6
Copolymers

An increasing amount of incorporated polar comonomers such as vinylacetate leads
to reduced crystallinity combined with improved low-temperature properties,
improved toughness and flexibility, improved impact strength, and reduced flexural
modulus (stiffness). Typical applications for EVA grades include footwear, films, hot
melt adhesives, and wire and cable. The improved low temperature properties are
utilized in, for example, deep-freeze bags.

4.5
Simulation Tools and Advanced Process Control

4.5.1
Introduction

Compared to other polymer production processes and even among polyolefin
processes, the high-pressure LDPE production technology is highly suitable for
model applications for two reasons.

First, the radical polymerization kinetics is well known and has been extensively
studied in the past and continuously updated. The kinetics of oxygen and peroxide
initiation are relatively easy to be determined experimentally.

In addition, the reaction conditions are such that complicated phase transitions
and mass transfer driven by concentration gradients can be ignored. High-pressure
tubular reactors offer the challenge and attractiveness of handling a system with two
independent variables, namely, the time and space, being modeled as plug flow
reactor, whereas all other reaction processes in the polyolefins industry using loops,
stirred tank reactors, or fluidized beds as reactors are modelwise, mostly treated as
the ideal stirred tank reactor (CSTR).

In this chapter, the focus is on practical model applications in an industry aiming to
increase production rates, narrow specification ranges, accelerate grade transitions,
reduce specific operating costs, and improve scale-up.

Various commercial software packages are used industrially that ease the compu-
tational burden.

452
Off-Line Applications

4.5.2.1 Flow Sheet Simulations
Almost all licensors and contractors use commercial flow sheet simulation software
either for primary design or for changes to an existing plant. Various software
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vendors offer tools for this purpose. Common to all of them is the application of mass
and heat balances using multicomponent flow streams. Essential to this is the proper
choice of thermodynamic models that are offered by these generic tools. The
proprietary know-how of a licensor is necessary to customize the commercially
available models for high-pressure technology requirements.

4.5.2.2 Steady-State Simulation of the Tubular Reactor

Steady-state simulations of the high-pressure tubular reactor for the production of
LDPE with distributed parameters are used for reactor design of a new plant as well as
for optimization of the operating parameters in an existing plant — for product
development and reduction of production costs.

Such models based on detailed kinetic parameters and heat and mass balances
provide a reactor temperature profile, overall heat transfer coefficient, one-pass
conversion rates, product molecular structure, and related properties such as MFR
and density. Figure 4.8 shows the ethylene conversion profile along the reactor for a
tubular reactor with three peroxide initiation points provided by a commercial design
package.

4.5.2.3 Dynamic Simulation of the Process

Dynamic simulations are used for design and even more for operator training.
Operators feel like running the real plant since the human machine interface is a copy
or an emulation of the DCS image, and the model reflects the dynamic behavior of the
plant. Operator training is most effective when rarely encountered situations such as
reactor start-up, grade transitions, and disturbance rejection can be repeated as often
as desired. Training on the simulator prior to start-up of a new plant is highly
beneficial. Reactor behavior can be demonstrated but the controller can also be tuned
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Figure 4.8 Sketch from process design tool: ethylene conversion example.
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Figure 4.9 Training simulator image for an LDPE plant.

before the first product leaves the plant. Such operator training simulators (OTS) are
often applied in new world- scale plants with inexperienced personnel.

Figure 4.9 shows an image of a generic simulator with animated numbers and
additional information such as online product properties.

453
Online Application

4.5.3.1 Soft Sensors

Online applications of models describing reactor or plant behavior are used for
operator information. The most interesting applications include those parameters
that are difficult to measure or can only be measured with time delay such as melt
flow index and polymer density. Soft sensors eliminate the time delay that is
extremely critical during plant start-up and grade transitions. Even the so-called
online analysis with automatic sampling has a certain time delay, as shown in
Figure 4.10.

Online calculations of MFR and polymer density are developed for several
processes.

Density soft sensors are first-principle models comprising kinetics, thermody-
namics, and mass balances. They use online information from the plant, such as
peroxide flow rates, modifier, and cooling water, as well as the measured temperature
profile. Model execution can be organized on a separate computer connected to the
DSC and the results can be trended in the DCS for operator use. Figure 4.10 shows
the density soft sensor results for a grade transition toward a lower polymer density.
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Figure 4.10 Time gain in accessing transition data for product density, comparing online model
application (soft sensor)) versus online measurements (OCS).

MEFR soft sensors are often data-driven models that use information from the
reactor and from the extruder. Figure 4.11 shows the comparison with an online
analytic system for a grade transition.

4.5.3.2 Advanced Process Control
Advanced process control (APC) is a vague term often with different interpretations.
In this chapter, it is meant to be a controller that is linear or nonlinear in nature,
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2 ___.d-'"'_-
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Figure4.11 Comparison of soft sensor results for MFR with online analytics for a grade transition.
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Figure4.12  (a) MFltrend for a certain grade without APC. (b) MFR trend for a certain grade with
APC.

multivariate, constrained, and model based. The models are mainly empirical, but it
is possible to integrate reliable, fast, and easy to solve first-principle models such as
mass balances.

An APC system can control melt flow index and polymer density within speci-
fication limits, with maximum production rates under certain constraints. In order to
control the polymer qualities, the above-mentioned soft sensors can be applied. The
APC system can increase production rates, speed up grade transitions, and allow the
plant to run more consistently within a grade with less variance. APC installations can
be realized with the software of a commercial APC vendor.

Figure 4.12 shows the reduction of MFR variance when running with APC for a
certain grade. This allows the plant to run at either the upper or the lower limit of the
specification with economic benefits.
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5
High-Pressure Homogenization for the Production
of Emulsions

Heike P. Schuchmann, Née Karbstein, Lena L. Hecht, Marion Gedrat,
and Karsten Kohler

5.1
Motivation: Why High-Pressure Homogenization for Emulsification Processes?

High-pressure homogenizers (HPHs) are broadly used in technical emulsification,
especially in the pharmaceutical, cosmetic, chemical, and food industry. Milk, dairy
products, fruit juices, and concentrates are examples of high-pressure homogenized
commodities. Functional products or formulations containing encapsulated, dis-
solved, or emulsified bioactives are high-pressure homogenized specialties. Sub-
micrometer-sized emulsion droplets as templates in hybrid particle formation or as
nanoreactors for well-defined chemical reaction conditions present future applica-
tions already in research. However, high-pressure homogenization processes require
high energy input, investment, and maintenance costs. Furthermore, products and
active ingredients are subjected to intense mechanical and thermal stresses. Both
disadvantages are accepted for several reasons, making high-pressure homogenizers
unique in diverse applications:

e Compared to chemical-physical methods as the phase inversion temperature
(PIT) method as used, for example, in the cosmetic industry, the high-pressure
homogenization can be applied for a wide range of ingredients. It is extremely
flexible in terms of phase viscosities and interfacial tension.

e Compared to other mechanical emulsification apparatus as stirred vessels,
colloid mills, or gear rim devices, the mechanical stresses are significantly
increased. This is important for effective droplet disruption, especially if the
submicrometer- and nanometer-sized range is targeted for low viscous
products.

e Compared to ultrasound emulsification, the high-pressure homogenizers are
able to realize similar local stresses, abrasion is reduced, heat control is easier, and
continuous-process solutions at volume streams of up to 50 000 1/h exist, which is
the basis for industrial applications.

Industrial High Pressure Applications: Processes, Equipment and Safety, First Edition. Edited by Rudolf Eggers.
© 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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5.2
Equipment: High-Pressure Homogenizers

5.2.1
Principal Design

High-pressure homogenizers were developed approximately 100 years ago [1]
during the industrialization. The basic idea of combining a high-pressure pump
and a disruption system, like a valve, was presented on the universal exposition in
Paris and endures to date. However, we see ongoing developments of the pumps
and valves motivated either by daily application problems or new product
challenges.

Current technique permits volume streams of up to 50 0001/h and pressures up to
10 000 bar; however, homogenization pressures in industrial applications today are in
the range of 50-2000 bar. Mainly piston pumps serve as high-pressure pumps.
In bench scale, commonly a single piston pump delivers the volume stream or rather
the pressure, but in production plants up to eight piston pumps are found. The single
piston pump has the disadvantage that the pressure and the volume stream vary
extremely over timescale, which results in a pulsation of the stresses on the product.
Inhomogeneous stresses act on the droplets and thus product properties are difficult
to control. To reduce the pulsation, several pistons are combined phase-shifted.
Valves are used to control the different pistons usually not influencing the quality of
the emulsion.

522
Disruption Systems for High-Pressure Homogenization

The main part of a high-pressure homogenizer is the disruption system. Here, the
pressure built up by the pump is expanded resulting in specific flow conditions used
for droplet disruption. The disruption systems that are available on the market can be
divided into valves and nozzles.

5.2.2.1 Valves
Valves, also known as radial diffusers, are common high-pressure disruption
systems. The fundamental idea is to reduce the flow diameter with a valve plunger
that is pushed to a valve seat forming a small gap. The fluid enters the valve via a
central hole in the valve seat pumped by the high-pressure pump. It is then deflected
by 90° and flows through a radial gap between the valve plunger and the valve seat.
Often flat valves are fitted with an impingement ring to deflect the fluid a second time
before it leaves through a drain hole. The impingement ring forms a defined outlet
cross section and protects the valve housing against damaging fluid mechanics, like
cavitation.

Figure 5.1a depicts an old-generation flat valve. In this valve type, the parallel area
between the plunger and the valve seat, called land, is larger compared to the land in
the newer flat valve system (see Figure 5.1b). The reduction of the land size reduces
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Figure5.1 (a) Old-generation flat valve. (b) New-generation flat valve. (c) Liquid whirl valve (APV,
20170, Types of SPX APV valves, personal communication).

the flow resistance, which results in decreased pressure before the valve as well as
increased turbulence and cavitation in its outlet. Furthermore, the valve seat is cone-
shaped being responsible for elongational stresses in the inlet improving droplet
disruption [2]. The liquid whirl depicted in Figure 5.1c deflects the fluid stream
between the plunger and the seat several times, which enhances the shear stresses on
the droplets.

The advantage of using valve systems is that the pressure can be easily adjusted
independent of the volume stream. This can be realized by varying the plunger’s
position and thus the gap size between the valve seat and plunger. Furthermore, the
pressure can be adjusted automatically to the volume stream by using a spring to
pressure the plunger. Flow conditions within flat valves were intensely investigated
and published in Refs [2-6].

5.2.2.2 Orifices and Nozzles

An orifice presents the technically simplest possibility to increase the pressure and
transfer this energy into high-flow velocities (Figure 5.2a) [7]. In contrast to valves,
simple orifices are constructed without any movable part. This has the advantage that
orifices are easy to manufacture. At constant viscosity of the emulsion, the

(a) - | (b)
Z(L:,m
+ ¥ L b
B e T
© ()
- ) - a’ ’.777.77]

Figure 5.2 Schematic drawing of a simple orifice (a) and modified types (b—d) as published in
Refs [2, 10, 11].
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homogenizing pressure is adjusted by the volume stream or the orifice hole diameter,
respectively, and the cross-sectional area. Increasing the volume stream at target
pressure loss requires a numbering up of the orifices as realized, for example,
in Refs [8, 9]. Numbering up is only limited by a minimum distance between the
holes being in the order of 10[10]. To ensure a constant homogenizing pressure even
for fluctuating volume flow rates, the number of orifices also has to be automatically
adapted.

Bayer (now BTS) was among the firsts to patent and commercialize orifices for
high-pressure homogenization applications [12]. Basic research on the flow condi-
tions in orifices of circular cross section and their effect on droplet disruption were
first published in Ref. [11]. This was followed by intense research in several groups
also resulting in several patents [2, 10, 11, 13-22]. Typical dimensions of the orifice
are hole diameters of d=0.1-1mm and a thickness of 1=0.4mm to several
millimeters. By modification of the orifice, the so-called nozzles were developed.
In Figure 5.2b, a trench is used instead of a hole. The trench has the advantage that
just the smaller edge has an impact on the homogenization result and, thus, the
larger one can be used for an increase of the cross-sectional area and thus the volume
flow rate [10]. This is limited only by the production accuracy of the smaller edge.
Impinging the free jet that develops in the orifice’s outlet section on a plate or a
second liquid jet (Figure 5.2¢) improves the droplet breakup by inducing turbulent
disturbances [10]. Similar effects are found for orifices with internal steps deflecting
the flow (Figure 5.2d) [10, 13, 23, 24].

5.2.3
Flow Conditions

5.2.3.1 Flow Conditions in the Disruption System

Generally, alaminar flow is found after the high-pressure pump. Due to the reduction
of the cross-sectional area in front of a disruption system, the stream is accelerated
and elongated, which results in elongational and shear stresses. From a critical
homogenization pressure, the stream detaches on the inlet edge and thus produces
the first depression area. In this depression area, cavitation may occur. Furthermore,
the detaching of the flow depicts the instability in the stream and may also induce a
turbulent transition or a back flow area. Inside the hole, the core of the stream stays
laminar, but on the boundaries first eddies can rise.

Within a short orifice-type valve, elongational and later shear stresses dominate
the flow. On the outlet edge of the hole, the flow detaches. This detaching results
again in a depression area and cavitation. Depending on the outlet geometry, a free
jet develops. At the boundaries of the free jet, transitional or turbulent flow regions
may develop and induce shear, elongational, and rotational stresses. Boundary
effects in smaller outlet channels also influence the turbulence and cavitation
behavior [25].

Geometric parameters influence local flow conditions. In flat valves, as designed
to date, the inlet edge has no 90° but rather around 45°. This extends the time of
the elongational flow in the inlet and reduces the effects of the detaching on the
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hole’s inlet. Thus, a reduction of the abrasion can be achieved and elongation acts for
a longer period on droplets. An additional deflection of the fluid inside the hole
(Figure 5.2d) results in an additional detaching point and therefore higher turbu-
lences and cavitation around the valve [6, 26, 27].

5.2.3.2 Effect of Flow Conditions in Homogenization Valves on Emulsion Droplets
Droplets are deformed and disrupted by tensions, which result from different
flow conditions and act on their interfaces. The high-pressure disruption system
creates the required local flow conditions. The resulting flow conditions also
depend on the emulsion’s material parameters like the viscosity of the phases or
the viscosity ratio between droplets and continuous phase, respectively [19, 21].
Laminar shear flow, elongational flow, as well as the turbulent flow and
cavitation-induced microturbulences are usually found in industrial homogeni-
zation valves.

Droplet disruption due to laminar shear flow has been widely investigated [19, 20].
However, it is restricted to a narrow range of viscosity ratios (between disperse and
continuous phase 74/7. for single droplet disruption or between the disperse phase
and the emulsion 54/7. for emulsions, respectively [21]. Laminar elongational flow is
advantageous if high-viscous disperse phases have to be disrupted [22]. It is usually
found in the inlet of homogenization valves. Specific valves are designed for
increased elongational inlet flow.

In the turbulent flow, as found within the flat valves or in the free jet after orifice-
type valves, droplets are deformed and disrupted mostly by inertial forces that are
generated by energy-dissipating small eddies. Besides, droplets may be stretched and
broken up also by shear and elongational forces within the regions of bigger eddies
(turbulent viscous regime) [28]. Due to internal viscous forces, droplets try to regain
their initial form and size [29].

Cavitation is a huge challenge for the service life of homogenization system due to
the abrasion induced, but is also effective in disrupting emulsion droplets.
By collapsing of the vapor or gas bubbles and induced microjets pressure, fluctua-
tions and microturbulences are produced that result in the necessary stresses for the
droplet disruption. The cavitation can be influenced significantly by a back pressure
that can be produced by a second homogenization stage. For this, a simple
counterpressure valve or a second disruption system can be applied.

524
Simultaneous Emulsification and Mixing (SEM) Systems

A simultaneous emulsification and mixing (SEM) system combines two process
steps within one disruption system: emulsification and mixing. In a SEM system,
one stream (Figure 5.3, (a) in pictogram 1) passes valve, nozzle, or orifice at high
pressures and is therefore responsible to produce flow patterns, which are
necessary for droplet disruption (emulsification). The second or mixing stream
(Figure 5.3, (b) in pictogram 1) is added directly or some millimeters behind the
disruption system into the emulsification stream. This means that the mixing
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stream enters directly into the zone of droplet disruption. In case of simple
nozzles used in the emulsification stream, the mixing stream enters directly into
the free jet after the nozzle. With this, the mixing stream enters in the zone, where
new droplets are formed and thus influence either their formation or their
stabilization, or both, depending on its location. Local turbulences in the free
jet are responsible for high local micromixing efficiency [30]. Construction details
are published in Refs [30-32]. The location and angle at which the mixing stream
enters not only decide about the mixing time and efficiency but also influence the
droplet disruption.

SEM systems offer the possibility to use the disperse phase fraction in the
emulsification and mixing stream as an additional process parameter. In general,
the disperse phase fraction can be in the range of 0-100% in both streams (see
Figure 5.3). When both streams have the same phase content of 0% or 100%, no
emulsion will be produced. If the three concentrations of ¢ =0% (pure continuous
phase), ¢ =100% (pure disperse phase), and 0% < ¢ < 100% (premix) are distin-
guished, seven operational modes are possible and described below for o/w
emulsions.

Operational modes 1 and 2, depicted in Figure 5.3, use a continuous-phase stream
to produce the disruptive stresses and mix a premix or the pure disperse phase into it.
In the operational modes 3-5, an emulsion premix is the emulsification stream and a
continuous phase, premix, or disperse phase, is mixed into it. The pure disperse
phase produces the disruptive stresses in operational modes 6 and 7 and a continuous
phase or premix is mixed into it. The operational modes 2 and 6 have the advantage
that no premix needs to be prepared prior to the process.

mixing stream
continuous phase premix disperse phase
1 b 2
contin.
phase a
5 b
& 3 4 5
2
@ | premix
o
<
=
<
6 7
disperse
phase

Figure 5.3 Seven operational modes for the production of o/w emulsions in SEM valves.
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Processes: Emulsification and Process Functions

5.3.1
Droplet Disruption in High-Pressure Valves

Droplets are disrupted, if they are deformed over a period of time tg.¢ that is longer
than a critical deformation time tg4e¢ ., and if the deformation, described by the Weber
number, We, exceeds a critical value [19]:

We > Weer  and  tger > tdefcr (5.1)
with
o
We = — 5.2
P (5.2)
4
pe=-r (53)
tdef,cr = i (54)
O0—Pc

Herein, o is the external tension, responsible for droplet deformation, p. is the
capillary pressure, y is the interfacial tension, x is the droplet diameter, and 7 is its
viscosity.

As the external tensions and the deformation time cannot be calculated for
commercial valves used in industrial processes to date, measurable process
parameters have to be found to characterize the droplet disruption, as the volu-
metric energy density or specific disruption energy E, proposed by Refs [33, 34]. In
the general definition as given in Eq. (5.5), E and P are the energy and power,
respectively, being supplied by the emulsification machine, V is the emulsion
volume, V is the emulsion volume throughput, and t,.; is the residence time within
the zone of disruptive stresses. In the specific disruption energy E, the applied
power is related to the volume stream, both parameters being measurable in
industrial processes.

In high-pressure systems, the disruption power is the homogenization pressure
multiplied by the volume stream V. Therefore, the specific disruption energy is
simply measurable by using the pressure difference Ap over the disruption system.

E . ApV

EV:PV'tres:*:PV

A 5.5
v v p (5.5)

When passing the emulsion several (n) times through the valve, orifice, or nozzle,
this has to be multiplied by the number of passes n. With the specific disruption
energy Ey, the Sauter mean droplet diameter x3;, can be calculated in case of well-
defined flow conditions by the following process functions:
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Laminar shear flow [22]:

x30 0 Byl f(ng/n.) or x350c Aptf(ng/ne) (5.6)

Laminar elongational flow [19, 35, 36]:
X322 X E;l or X3); X Apil (57)

Isentropic turbulent flow [29] and microturbulences in cavitational flow [37-40]:

04,0075

n OF X300 0c Ap 02504 0075 (5.8)

—0.25 -
X1,2 X EV M4

Independent of local flow conditions within a high-pressure valve, the achievable
mean droplet diameter gets smaller with increasing energy density or pressure
difference applied. In defined flow conditions, the exponent of the energy density or
pressure difference is either —1 or between —0.25 and —0.4. For industrial homog-
enization valves, exponents in the range of —0.6 are published, for example, in
Ref. [19], depicting the mix of flow conditions found in homogenization valves (see
Section 5.2.3).

In commercial homogenization valves, turbulence and cavitation dominate drop-
let disruption. Here, droplets of a low viscosity are more easily deformed and
disrupted than droplets of higher viscosities. Therefore, the overall equation describ-
ing the process functions for high-pressure homogenization processes is

x3‘2<>oE\7b g or x;poAp’h N4 (5.9)

with b being in the range of 0.25-1 and ¢ < 0.75.

Using Eq. (5.9), different homogenization valves can be compared. In Figure 5.4,
disruption systems presented in Figures 5.1 and 5.2 are compared by producing corn
oil droplets in water.

In all cases, the droplet diameter decreases with increasing specific energy input
(corresponding to the pressure difference applied). The new generation flat valve
geometry results in decreased Sauter mean diameters due to the longer elongation in
the inlet as well as higher turbulence and cavitation in the outlet. This in turn
decreases the slope of the curves in the double logarithmic diagrams. Results are
similar to the simple orifice geometry. The Microfluidizer® geometry, equipped with
the double-stage disruption system and applying the back pressure, allows improving
homogenization results further. Comparable slopes of the curves depict comparable
flow conditions being responsible for droplet breakup.

5.3.2
Droplet Coalescence in Homogenization Valves

In breaking up droplets, a large surface area is created that has to be stabilized against
agglomeration, sticking (agglomeration and flocculation), and coalescence (mergers
of droplets). To estimate the influence of coalescence and agglomeration on the
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process, agglomeration or coalescence rates can be applied. The coalescence rate Q2
expresses the quantity of droplet coalescences per volume and time and can be
calculated by the collision frequency C multiplied by the coalescence probability pco.
(Eq. (5.10)) [36].

Q= Pcoal * C (510)

The collision frequency C can be calculated in case of isentropic turbulent flow with
Eq. (5.11):

C:k~u~x§y2~n2 (5.11)

where k is the velocity constant and u is the droplet velocity, the latter depending on
the specific energy dissipation ¢. The velocity constant k depends on the flow type, for
example, viscous simple shear, fine-scale turbulence, and inertial subrange turbu-
lence and can be calculated as described in Ref. [36]. In Eq. (5.11), note that the Sauter
mean diameter x;, and the number of droplets n have a strong influence on the
collision frequency. Detailed information regarding droplet coalescence is found in
Ref. [41]. As both the collision rate and the coalescence probability parameters
depend on the specific energy input and increase with it, intense droplet coalescence
is usually found for high-pressure homogenization processes working at elevated
pressures.

Once emulsion droplets are disrupted in a high-pressure nozzle, they will be
stabilized by adsorbing emulsifier molecules. This, however, is a process taking some
time. This time depends on the emulsifier molecule structure and chemical nature of
the phases [42]. The kinetics of the surfactant(s) also influences the probability of
coalescence and thus the coalescence rate [28].
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Figure 5.5 Influence of the specific energy input and the emulsifier adsorption kinetics on the
emulsification result when using either a rotor—stator machine (RSM) or a high-pressure
homogenizer (HPH) [33].

For droplet coalescence, a certain time .., is necessary to allow drainage of the
liquid film between two colliding droplets [41]. In orifice-type high-pressure homog-
enization, coalescence is found in the orifice outlet only when the free jet relami-
narizes and resultantly the contact time between droplets increases [43]. The
coalescence rate in high-pressure homogenizer valves thus depends on several
material and valve design parameters such as the droplet concentration (disperse
phase content), the droplet size after the breakup (breakup conditions), local energy
release (droplet velocity), and emulsifier stabilization kinetics and the length of the
zones of different energy release (film drainage time). Controlling it is a challenge to
date. Thus, it is a challenge to control coalescence.

In Figure 5.5, the achievable droplet diameter in a high-pressure homogenizer is
depicted over the specific energy input for two different emulsifiers in comparison to
results achieved by producing the same formula in a rotor-stator machine (RSM).

With the fast stabilizing emulsifier LEO-10 (laurylethyleneoxide 10), the homog-
enization result is dominated by the droplet disruption process and therefore only
limited by the specific energy input. At the same specific energy input, the RSM and
the HPH achieve comparable homogenization results, with HPH being able to work
at higher specific energy inputs. By using slow stabilizing emulsifier molecules as
found, for example, in egg yolk — a food grade emulsifier, however, the RSM
homogenization result is furthermore dominated by the specific energy input, while
it is dominated by coalescence processes in high-pressure homogenizer. This effect
can be explained by long residence times (range of seconds) at decreased disruptive
stresses in the RSM, which gives the emulsifier enough time to stabilize the new
droplet interfaces. In contrast to this, the residence time in high-pressure valves is in
the range of milliseconds, while disruptive stresses are higher by several powers.



5.4 Homogenization Processes Using SEM-Type Valves

This results in high coalescence rates and thus in large droplets. This effect increases
with increasing specific energy input as more and smaller droplets are created. Thus,
the Sauter mean diameter increases with increasing specific energy input. This
depicts that high-pressure homogenization is limited to emulsions of either low
disperse-phase content or those containing emulsifiers of fast stabilization kinetics
or both.

533
Droplet Agglomeration in Homogenization Valves

The agglomeration rate Q.. is described very similar to the coalescence rate
(Eq. (5.10)), as found in Refs [44, 45]:

Qaggl = ﬁlam/turb * Paggl (5.12)

The collision frequency in isentropic turbulent flow Sy, is given by Eq. (5.13)
depending on the number of particles n and the shear rate o [46, 47]:

ni-nV8Il-o- R for Ri, Rj < A

By = (5.13)
' K‘ni~nj~H~sl/3~(R,'—Q—Rj)m for R, R > 1

and the agglomeration probability p,.e by Eq. (5.14):

18~H-;7-R3}

Paggl = |: 4A (514)

with K=1.37, 5 is the viscosity, ¢ is the dissipation rate, and A is the Hamaker
constant [36].

Agglomeration of droplets is well known in dairy homogenization processes.
Here, fat globules tend to agglomerate, as the emulsifiers available (being mainly
caseins) tend to adsorb at several fat globules in the same time and thus form casein
bridges. This effect increases with increasing fat content and dominates the homog-
enization result for butter fat contents above 13% [27].

5.4
Homogenization Processes Using SEM-Type Valves

5.4.1
Dairy Processes

Dairy processes are one of the oldest industrial high-pressure homogenization
processes and up to now the ones with the biggest volume streams. In conventional
processing, raw milk is separated prior to homogenization into a low-fat phase (0.03—-
0.3 vol% fat, “skim milk”) and a fat-enriched phase (13—42 vol% fat, “cream”) using a
separator [48]. In the conventional “full stream” homogenization process, milk is first
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standardized to the final product fat content by mixing these two phases, the product
of this is then homogenized by typical homogenization pressures around 100 bar.
Also, conventionally applied are “partial stream” homogenization processes, in
which the cream is diluted with skim milk to a fat content of 13-17 vol%, homog-
enized and afterward standardized again to the target fat concentration of, for
example, 3.5vo0l% in full cream milk. This reduces the required energy as less
continuous phase has to be compressed to nearly the same homogenization pressure.

This two-step remixing process interrupted by high-pressure homogenization is
required as aggregation of fat globules (casein bridging) is found in homogenized
cream with more than 13 vol% of fat, as described in Section 5.3.3. The negative
impact of aggregation can be compensated by an increased homogenizing pressure
up to fat contents of 17 vol%. At fat contents higher than that, the process is controlled
by coalescence and mainly aggregation of the fat globules leading to dissatisfying
homogenization results (see Figure 5.6, A). Coalescence of newly formed fat droplets
is found until adsorbing dairy proteins have stabilized the droplets. In stabilization of
milk fat globules, a secondary droplet membrane is built up by adsorbing casein
micelles and submicelles as well as lactoalbumins and lactoglobulins [49, 50]. As
adsorbed casein micelles tend to adsorb at more than one fat globule at the same time
and also strongly interact, bridges between fat globules are formed at increased fat
content resulting in high aggregation rates. These fat globule aggregates can be
partially destroyed in a second homogenizing stage [51], as it is realized in conven-
tional technical processes. With increasing fat globule concentration, however,
coalescence and aggregation rates also increase [30, 52, 53] limiting partial
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homogenization to 17 vol% of fat. Thus, the energy reduction potential cannot be
fully exploited.

In the common dairy process, the standardization (which in fact is done by mixing)
is located several meters behind the homogenizer. SEM valves enable to (i) combine
the homogenization and standardization steps into one process unit, (ii) dilute the fat
globules directly after their production, and (iii) add additionally emulsifier mole-
cules (here, dairy proteins) in the moment of their need (droplet breakup) with high
mixing intensity. For this, SEM valves are run in operational mode 3 (see Figure 5.3),
with a premix, here cream at a fat content of 32-42vol%, being homogenized as
emulsifying stream, and the skim milk runs as mixing stream at pressures being
0.1-20% of the homogenizing pressure.

Comparing the SEM partial homogenization results at 32 and 42vol% fat,
respectively, with those of conventional full stream homogenization at 3.5 vol% fat,
product quality is fully maintained by the same homogenization pressure (with a
slight, but negligible improvement at 32vol% and a slight loss in 42vol% fat)
(Figure 5.6).

However, the new SEM process requires only 20% of the energy input compared to
the full stream process, and only 60% of the energy is applied in conventional partial
homogenization processing at comparable process parameters. This results in con-
siderable energy and cost savings in dairy processing without any loss in product
quality. In addition, two mixing units can be eliminated from the process line resulting
in less investment, cleaning, and maintenance costs (process intensification).

542
Pickering Emulsions

In 1903, Ramsden [54, 55] and in 1907 Pickering [55] reported that solid colloidal
particles can be used to obtain the stability of emulsions. Particle-stabilized emul-
sions (PSE), also called Pickering emulsions, have recently regained interest in
scientific literature [56] what is partially due to the recent advances in nanotechnology
and the associated increased availability of suitable particles. Nanoparticles used for
PSE stabilization are mostly inorganic and range in size of 10 nm to some hundred
nanometers. These particles are highly abrasive and can damage the plant, especially
the pump and valve system, within minutes of processing [57]. Thus, adding particles
to emulsion premixes is not trivial, especially if continuous processing is targeted as
in high-pressure homogenization.

To prevent the abrasion on the high-pressure pump and valve, Pickering emul-
sions stabilized by highly abrasive silica nanoparticles can be produced in SEM valves
by running pure disperse or continuous phase or an emulsion premix as emulsifying
stream and the nanoparticle suspension as mixing stream (operational modes 1, 3
and 6, in Figure 5.3).

In general, Pickering emulsions can be produced using all three operational
modes (Figure 5.7). In all of them, high standard deviations were found at low
pressures. In operational mode 3, this can be explained by the missing stabilization
of the emulsion premix droplets. Segregation and coalescence in the premix on its
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Figure 5.7 Production of Pickering emulsions stabilized by silica nanoparticles of 12 nm diameter
using the SEM valve. Comparison of the homogenization results (characteristic value xg0 5 of droplet
size distributions) obtained with the operational modes 1, 3, and 6.

way from the vessel to the orifice result in a high time-dependent fluctuation of the
disperse-phase fraction and thus an unstable process. This consequently results in
some large droplets, which tend to cream significantly. In order to decrease the
fluctuation of the disperse-phase fraction, the two phases can be fed directly in front
of the valve, for example, with a static mixer, instead of preparing the Pickering
emulsion premix in a separate vessel, like it was done in these experiments. At
higher pressures and therefore higher volume throughputs, this problem is also
reduced. The samples obtained at higher pressures are smaller in droplet size
(%903~ 10 um at pressures of 500-800bar) and characterized by low standard
deviations.

Operational mode 1 also shows a high standard deviation at low pressures, most
probably due to the high viscosity of the Pickering emulsion premix added to the side
stream. The mixing stream tended to stick resulting in an instable mixing process. An
additional pump or a geometric modification of the SEM valve could improve this
operational mode at low pressures. At higher homogenization pressures, this
operation also ran at a constant flow and became a stable process.

Operational mode 6 led to nearly the same results compared to mode 1, but ran
more stable due to the lower viscosity of the mixing stream (no sticking of the mixing
stream) and the pure disperse phase in the high-pressure stream (no phase
separation within the inlet).

All three operational modes may be applied and do not significantly differ in the
resulting particle-stabilized droplet sizes. Operational mode 6 ran most stable,
especially at low homogenizing pressures. Because no premix has to be produced,
it seems to be an attractive possibility for future applications.
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Nanoparticles for stabilizing Pickering emulsions should not always be inorganic,
especially for applications in Life Sciences. Here, organic nanoparticles are highly
preferred, especially those that do not need any stabilization by emulsifiers or
stabilizers. Using SEM valves such organic, emulsifier-free nanoparticles can be
produced by realizing a rapid local temperature drop directly in the homogenization
valve.

543
Melt Homogenization

Organic nanoparticles for PSE applications should be spherical in shape and free of
emulsifiers for dense packing at the droplet interfaces they have to stabilize. Thus, a
process is proposed where nanoparticles are produced in organic solids of consid-
erable melting temperatures. After melting them, they are emulsified by high-
pressure homogenization and stabilized by rapid cooling. In Figure 5.8, results are
given for different waxes with melting temperature ranges between 50 and 62 °C,
homogenized at pressures between 100 and 1000 bar in the SEM valve. Cold water of
20°Cis used as side stream in order to realize an instant cooling of the droplets after
their disruption. The cold water is sucked into the mixing zone by the depressur-
ization directly behind the valve outlet. Resulting product temperatures are below the
melting points (40-60°C depending on process conditions). No emulsifier is
required for stabilization.

Figure 5.8 represents cumulative particle size distributions of different waxes after
SEM melt homogenization at 130 °C and pressures of 300 bar. Monomodal particle
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Figure 5.8 Homogenization results for SEM melt homogenization of different waxes with
increasing melting temperatures at a homogenization temperature of 130°C. Stabilization was
realized by instant mixing with cold water (20°C) in the SEM valve [58]. No emulsifier was added.
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size distributions with mean values x3 5o in the order of 1 um can be reached with
waxes of higher melting points, for example, Basoplast 88 and 90 (melting points: 50
and 62°C, respectively). Bee wax (a natural wax used, for example, in food and
pharmaceutical products for coating microencapsulated actives, melting at approx-
imately 62 °C) even results in smaller particles (mean particle size x3 50~ 500 nm).
Most probably this is due to the different natural compounds of the bee wax, which
may be interfacial active, even if their concentration is quite low. However, the small
difference between the final product temperature after SEM homogenization and the
melting point results in some larger particles (=10vol% found in particles of
1-2 um), which could be eliminated by working at different temperatures.

Today, small particles of waxes are commonly produced by wet milling [59, 60].
Stirred ball milling, however, is difficult for these cases as their stickiness limits the
application. This limitation can be solved by melt emulsification in general. Melt
homogenization, in turn, is usually limited as emulsifiers, required for droplet
stabilization, and have to be thermally stable at elevated emulsification temperatures.
Using the SEM technology as represented here, droplets can be stabilized by instant
cooling only, and thus the emulsifier problem does not arise.

A disadvantage of the SEM technology results from the fact that a second cold
stream is required for instant droplet cooling, which dilutes the homogenized
emulsion and thus reduces the product yield. For this, the resulting particle
suspension has to be concentrated, with the possibility to recycle the continuous
phase [58, 61]. However, instant diluting reduces droplet collision rates. Thus, melt
homogenization can be run at elevated dispersed phase fractions (as for cream).
Additional energy required for melting the products has to be taken into account
considering processing costs. The reduction in processing time and energy com-
pared to stirred ball milling, however, is significant and compensates this by far.

5.4.4
Emulsion Droplets as Templates for Hybrid (Core—Shell) Nanoparticle Production

Core—shell nanoparticles (CSNs) can be produced by miniemulsion polymeriza-
tion [62, 63]. So far the research on the preparation of core—shell nanoparticles via
miniemulsion polymerization in laboratory scale has made immense progress in the
last years. There are several different applications for polymer-coated particles, for
example, for medical products, paints, and catalysts. The polymer coating prevents
the particles from agglomerating that results in a better color intensity or in an
improvement of catalytic performance [64]. In medical applications, organic coating
is required to depress toxic reactions [65].

The complete miniemulsion polymerization process, as can be seen in Figure 5.9,
requires first a homogeneous dispersion of the nanoparticles in the monomer. This
nanoparticle suspension is then emulsified in water and homogenized to a target
droplet size d < 500nm. In the following process step, the resulting droplets are
polymerized, keeping their size, shape, and inner structure (especially the particle
load). However, the breakup of nanoparticle-loaded droplets is a nontrivial task. The
nanoparticle load is leading to an increase of viscosity and a complex rheological
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Figure 5.9 Flow chart for the production process of core—shell nanoparticles (CSN) via
miniemulsion polymerization.

behavior [66], which is strongly influencing deformation and breakup of the
droplets [10, 67]. In addition, inorganic nanoparticles, especially metallic oxides as
investigated here, are likely to cause strong abrasion leading to short dispersing unit
(mainly valve) lifetime and high maintenance costs [57].

The established emulsifying process for preparing a submicrometer-sized mono-
mer-in-water emulsion in lab scale is ultrasonication in a batch mode [68-70].
Ultrasound, however, deals with several disadvantages in process scale-up, for
example, locally poorly controllable conditions in droplet breakup resulting in broad
and often bimodal droplet size distributions. High abrasion due to cavitation leads to
short process unit lifetimes and product contamination. Furthermore, controlling
product temperature in scale-up is quite difficult as locally heating rates are rather
high [40, 71]. High-pressure homogenization may overcome these problems and
result in miniemulsions of comparable size range.

Figure 5.10 gives an example. Monomers (methylmethacrylate) at a dispersed
phase content of 20% were high-pressure homogenized in water. Adding the
corresponding poly(methylmethacrylate) (PMMA) of different molecular weight to
the monomer in concentrations ranging from 0% to 34% simulates the effect of an
increased viscosity due to a nanoparticle load with only very little change in chemical
composition and resulting physical characteristics (interfacial tension and droplet
density). With an increasing viscosity, a significant increase in droplet and thus
particle size after polymerization can be observed. But even for high-viscous droplets,
amean Sauter diameter below 500 nm can be reached at reasonable homogenization
pressures (<1000 bar). Furthermore, it can be seen that the SEM geometry that allows
operating the process with heavily decreased abrasion (see Section 5.2.4) also results
in droplet size distributions comparable to those achieved by standard valve geom-
etries, like a simple orifice valve.

The particle size distribution after polymerizing a 5% SiO, particle in monomer
suspension in water is depicted in Figure 5.11. Particles range in the size of 100 nm
and distributions are rather narrow. As can be seen in the transmission electron
microscopy (TEM) picture, the silica nanoparticles are encapsulated in PMMA.
As the particle content of the suspension was low, some polymer particles remain
nonfilled.
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5.4.5
Submicron

Emulsion Droplets as Nanoreactors

Nanoparticles enjoy great popularity in chemical, pharmaceutical, cosmetic, and
textile industry due to their unique properties related to the small particle size
(x < 100nm) and high specific surface area. Nevertheless, the control of nucleation
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and growth of nanoparticles is still a challenge with so far applied processes. Ideal
reactors take control of both particle nucleation as well as particle growth and
furthermore allow a simple scale-up range in the submicrometer size. These are
found in miniemulsions (Sauter mean diameter d; , = 100-1000 nm) of the water-in-
oil type where each submicrometer-sized droplet serves as a nanoreactor.

There are two process paths to precipitate nanoparticles with the miniemulsion
technique. The first requires the production of two water-in-oil emulsions where the
dispersed phases are loaded with one precipitation precursor, respectively. Controlled
coalescence of droplets containing the precipitation reactants results in a product
of low solubility and — in case of supersaturation — homogeneous nucleation is
induced. As high-pressure homogenization results in high coalescence rates (see
Section 5.3.2), this is the process of choice.

The second process path involves the preparation of one emulsion. A water-soluble
reactant is provided within the emulsion droplets, whereas an oil as well as a water-
soluble reactant is mixed into the emulsion and the precipitation reaction is induced
once the reactant diffuses via the droplet interface into the emulsion droplet. This
process is considered to be controlled by mass transfer [72]. Mixing efficiency may
influence the particle size and structure of the final products in precipitation
reactions [73]. Influencing mixing efficiency and time is realized by SEM nozzles.

In Figure 5.12 an example is given for zinc oxide precipitated with the mass
transfer-controlled process path under different mixing conditions. Both reactants
were provided in a molar concentration yielding complete precursor consumption.
The continuous phase, 57 w/w% of the emulsion, consisted of n-decane, whereas the
watery precursor suspension served as dispersed phase (40 w/w%). The miniemul-
sions were stabilized by the emulsifier Glissopal® EM-23.

100
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batch process:
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Figure 5.12 Influence of mixing efficiency on  emulsion without stirring or under stirring.
resulting nanoparticle size using miniemulsion  These results are compared to a particle size
droplets as nanoreactors for the precipitation.  distribution obtained within the SEM nozzle
The precipitation agent is introduced to the allowing an integrated processing.
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In case of precipitating particles with a batch-like procedure, the emulsion was
prepared with a high-pressure device (M —110Y Microfluidizer, Microfluidics,
United States). Following the high-pressure homogenization, the oil-soluble reactant
was added to the emulsion (stirred /unstirred) to induce the precipitation reaction and
the particle formation. For the precipitation of the particles with the SEM nozzle, the
ratio of premix and n-decane/reactant suspension was kept at a mixing ratio of 1: 1.
The premix was pumped through the disruption system, whereas the n-decane/oil-
soluble reactant suspension was added after the disruption unit. The material
composition and the experimental procedure were adjusted to obtain identical
emulsion composition, droplet size distribution, and reactant concentration in the
resulting emulsion compared to processing in stirred/unstirred vessels.

Results presented in Figure 5.12 clearly depict the importance of mixing time for
mass-controlled nanoparticle precipitation in miniemulsion droplets. High-pressure
homogenization using a SEM-type nozzle allows creating the droplets (nanoreactors)
and — in the same process unit — homogeneous adding and distributing the reactant
in the emulsion. This leads to the formation of nanoparticles being smaller and
having a narrower particle size distribution compared to particle sizes obtained with a
conventional two-step process using batch-like mixing procedures.

5.4.6
Nanoparticle Deagglomeration and Formulation of Nanoporous Carriers
for Bioactives

Dispersing particles homogeneously in a solution is a key requirement for a great
variety of industrial products and processes, including pigments in coating applica-
tions or fillers in polymers. Especially for nanoparticles, this often is a challenge as
they often are highly aggregated due to van der Waals interactions and sintering

260 T T T
240 1
220 Spinning disk mill 1
2009 . — ‘ -

180

e

1604 T wel e .

Particle size Xpean [NM]

140- High—‘pressure 09i-. )
1 standard nozzle .
120 § ; ESRR |

100 — ‘ l
0.1 1 10
Specific energy E,, [GIm™]

Figure 5.13  Efficiency of deagglomeration in nanoparticle dispersion using different dispersing
systems.
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bonds, requiring the exertion of high stresses for deagglomeration and deaggrega-
tion. High-pressure dispersing [74] is a promising new technology being effective in
deagglomeration and reducing process time and energy (see Figure 5.13 taken from
Ref. [75]) compared to conventional processing as stirred ball milling, roller milling,
using dissolvers, kneaders [76], or spinning disk mills [75] or applying ultra-
sound [77]. Homogenizing pressure and nozzle geometry are found to be key
process parameters in high-pressure dispersing [74]. Typical pressures required for
dispersing nanoparticles are in the range of 500-3000 bar. Nozzles of simple hole
geometry can be applied with increased throughput and deagglomeration efficiency
at increased nozzle diameter. However, significant abrasion is typically found when
inorganic nanoparticles are dispersed in high-pressure nozzles. In order to overcome
this drawback, a HPPF (high-pressure postfeeding) nozzle configuration similar to
the SEM disruption system was developed for dispersing inorganic nanoparticles
such as silica, alumina, or titanic oxides in aqueous phases enhancing nozzle service
life and thus enabling industrial applications [57].

As it is found for homogenized droplets, deagglomerated nanoparticles usually
have to be stabilized in order to prevent their reagglomeration. Agglomeration is
enhanced as nanoparticles are characterized by an extremely high surface area. This
results in an increase of van der Waals forces in relation to competing interactions as
gravitational forces. For this reason, in commercial applications, additives are used,
which adsorb at the surface and by this induce steric and/or electrostatic interaction
forces. Regarding alumina oxide nanoparticles, for example, stability can also be
induced by electrostatic interparticle forces only. For this material matter, reagglo-
meration is found in resting solutions around the isoelectric point IP and up to
zetapotentials of +30mV. In case of dynamic situations, as found in dispersion
nozzles, high collision rates and speeds result in even worse conditions in terms of
particle stability. Reagglomeration of dispersed aluminum oxide nanoparticles was
found even for zeta-potentials up to IP £80 mV [78]. This could be effectively used for
controlled reagglomeration within an HPPF-type nozzle resulting in nanostructured
agglomerates of different sizes. For this, a modified HPPF nozzle was designed
allowing to feed pH-controlling solutions at different locations after the nozzle
outlet[77]. With this, pH values could be changed at differentlocations within the free
jet after the nozzle outlet, starting the reagglomeration process. Depending on the
location of pH change, agglomerate sizes can be varied ranging from 100 nm to
10um. For details, see Ref. [75]. Active ingredients or carrier molecules (e.g.,
cyclodextrin-based ones) being dispersed or dissolved in the continuous phase in
the moment of reagglomeration could be successfully embedded in the nanostruc-
tured agglomerates [77].

5.5
Summary and Outlook

High-pressure homogenizers are commonly used today in the chemical, pharma-
ceutical, and cosmetic as well as the food industry. They are equipped typically with
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one—eight piston pumps to produce the pressure required and with a disruption
system to expand the fluid and disrupt emulsion droplets. The most common
disruption systems are valves. New-generation flat valves have been optimized for
efficient droplet breakup at high throughput. The volume stream can be adjusted
independent of the homogenization pressure and the risk of blocking is rather low.
Orifices and nozzles often achieve better results in terms of smaller droplet
diameters, especially for low-viscous emulsions, but the scale-up to date is limited.
Depending on the geometry of the disruption systems, different flow patterns
dominate the droplet breakup and thus the parameters available for process control.

Coalescence and agglomeration are a challenge to be met in high-pressure
homogenization processes. Droplets are disrupted within milliseconds and emulsi-
fiers available often do not meet the target in adsorption and stabilization kinetics.
When stabilization can be ensured, as often found when short-chain low-molecular
weight emulsifiers are used, the homogenization result is dominated by the energy
input or the homogenizing pressure, respectively. Otherwise, agglomeration and
coalescence strongly control high-pressure homogenization processes. If this is the
case, the disperse phase content and the emulsifier molecular structure are the
parameters controlling homogenization results. The high-pressure homogenization
can then not be applied for high concentrated emulsions. In foods, this is found when
natural emulsifiers as dairy proteins or egg yolk are used as emulsifiers.

With simultaneous emulsification and mixing valves, these problems can be
eliminated. Furthermore, energy savings of up to 90%, for example, in dairy
homogenization, can be realized. SEM valves also allow the production of hybrid
particles as Pickering emulsions or core-shell nanoparticles via high-pressure
homogenization processes. The high-pressure homogenizers may then be used
even for the deagglomeration of nanoparticles produced by flame pyrolysis (as
inorganic metal oxides) and they can also be used as carrier systems for actives
with retard effect. These examples depict the broad range of applications for high-
pressure homogenization processes in future.
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6
Power Plant Processes: High-Pressure—High-Temperature Plants
Alfons Kather and Christian Mehrkens

6.1
Introduction

Approximately 42% of the global power generation is based on the coal-fired steam
power plant process, in which the chemical energy of the fuel is used for evaporation
and superheating of the thermodynamic working fluid water/steam at high pres-
sures (HP) and temperatures. By expanding the steam in the steam turbine, the
working fluid’s enthalpy is first converted into mechanical energy at the turbine shaft
and finally into electrical energy in the generator.

Compared to other fossil fuels, the use of coal for power generation leads to high
specific CO, emissions between 750 and 1100 g/kWh. As in the near term power
generation from fossil fuels is mandatory, significant efforts of the industry were
made since the beginning of the 1990s to reduce the CO, emissions. The two main
approaches considered are the increase of the power plant efficiency and the
sequestration and underground storage of carbon dioxide (CCS: carbon capture
and storage). However, CCS leads to a significant reduction in the overall power plant
efficiency up to approximately 10% points. In the context of fossil-fired power plants,
increasing the power plant efficiency is therefore also known as “no-regrets” strategy.

In Figure 6.1, the historical development of the net efficiency of coal-fired power
plants since the 1970s is shown. While from the mid-1970s until the mid-1980s net
efficiencies in the range of approximately 35-40% (based on lower heating value
(LHV)) were achieved, since the beginning of the 1990s a significant increase up to
values above 46% is evident. In addition to other measures, almost 1/6 of this
efficiency increase is attributed to the raise of the main process parameters, such as
the live steam pressure and temperature, up to values of currently 30 MPa/600 °C.
Figure 6.2 summarizes the evolution of the live steam parameters of coal-fired
steam power plants in the past 40 years in Germany. While from the 1980s to the
beginning of the 1990s in power plants usually live steam parameters of approxi-
mately 20 MPa/535-545 °C were common, since the end of the 1990s a significant
increase in these steam parameters up to, 27.5 MPa and temperatures of about 580 °C
(Niederauflem power station unit K, Germany, commissioned in 2003 [1]) were

Industrial High Pressure Applications: Processes, Equipment and Safety, First Edition. Edited by Rudolf Eggers.
© 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 6.1 Historical development of the net efficiency of coal-fired steam power plants in
Germany.

realized. More than 10 years ago, power plants with steam temperatures up to 600 °C
were developed and built in Japan [2]; even in Europe and China, power plants with
these steam parameters are currently under construction or are already operating. At
the same time, a worldwide trend toward higher single unit power outputs of up to
1100 MW, (gross) can also be observed. For the next generation of coal-fired steam
power plants, new concepts and materials for the application of steam parameters of
more than 35MPa/700°C are under currently development by different research
institutes and the power generation industry [3-5].

Except for coal-fired power plants, the steam power plant process is also used for
the direct or indirect power generation from other fuels. In principle, this process
forms the thermodynamic basis for power generation from nuclear fuels or biomass
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Figure 6.2 Evolution of the steam parameters of coal-fired steam power plants in Germany.



6.2 Coal-Fired Steam Power Plants

or is used as basic process for waste heat recovery from gas turbine exhaust
gas in combined cycle power plants. Due to the different requirements for safety
(nuclear power plants) and lifetime issues for components exposed to the hot flue
gas (corrosion in incineration and biomass plants), in these power plants
comparatively low steam parameters are applied. Since today the highest steam
parameters are achieved in coal-fired steam power plants, the main focus here is on
the current 600 °C class of steam power plants. In addition to the general basic plant
layout of today’s modern steam power plants, the development status of the most
highly stressed components will be mainly considered. These critical components
consist of the high-pressure part of the steam generator and the high-pressure
steam turbine.

6.2
Coal-Fired Steam Power Plants

For power generation in coal-fired steam power plants, preferably hard coal, lignite,
or low volatile coals such as anthracite are used. As interface between the flue gas side
and the water/steam cycle serves the steam generator, where the chemical energy
from the coal is converted into useful heat for preheating and evaporating the water,
as well as superheating and reheating the steam.

To put it simply, the water/steam cycle consists of several high-pressure and
intermediate-pressure (IP) heating surfaces, a steam turbine (including the con-
denser), and several low- and high-pressure pre-heaters, as well as a condensate
pump and a feedwater pump. The superheated steam produced in the steam
generator is expanded in the steam turbine powering a generator, which converts
the enthalpy difference of the working fluid water/steam into electrical energy.
Because the highest process pressures occur within the thermodynamic cycle, in the
following the water/steam side of coal-fired power plants will be considered in more
detail. For details on the arrangement and design of the flue gas side, one is referred
to the literature [6-8]. The feedwater pump and the HP pre-heaters are exposed to the
highest process pressures occurring in the steam power plant. Due to the pressure
drops in the HP pre-heaters, piping, and the HP heating surfaces in the steam
generator, the live steam pressure between steam generator and HP steam turbine is
up to approximately 5 MPa lower than that directly after the feedwater pump. The
high steam temperatures of approximately 600 °C at the steam generator outlet and
the HP steam turbine inlet, respectively, make the components in this area require a
careful design due to their low allowable material strength values.

6.2.1
Thermodynamics and Power Plant Efficiency

Simplified the net efficiency #,e of coal-fired steam power plants can be written as
product of the partial efficiencies of the ideal thermodynamic cycle 7y, 4, steam
generator 75¢ (boiler efficiency), steam turbine 7y, generator 7, and the equivalent
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efficiency of the electrical auxiliary power consumption #,, as well as other

efficiencies #omer, Which are negligible:

Mnet = Mith,id X Nsg X Nt X N X Naux X Nother

While the steam generator efficiency (7s¢ ~ 0.92), the steam turbine efficiency
(71 =10.9-0.92), the generator efficiency (17¢ > 0.98), and the corresponding efficien-
cy for the power plant’s electrical auxiliary power consumption (17,,x up to 0.93) all
have relatively high values above 0.9, the net efficiency of a coal-fired steam power
plant is mainly affected by the thermal efficiency of the cycle 5y, 9, which today is
about 0.55. Besides the minimization of losses by an optimized flue gas heat
utilization, the application of optimized turbine blading, or the reduction of the
auxiliary power consumption, the main potential for enhancing the overall power
plant efficiency can be seen in increasing the live steam parameters.

As ideal thermodynamic cycle for steam power plants, the Rankine cycle with the
working fluid water/steam is commonly used for converting thermal energy into
mechanical energy (Figure 6.3). At first, the working fluid in liquid phase is brought
to a higher pressure level in the feedwater pump (0 — 1) and then is preheated,
evaporated, and superheated under isobaric conditions in the steam generator
(1 — 4). The vaporized working fluid is then expanded under isentropic conditions
in a steam turbine, where the enthalpy difference hs — h, between the inlet and outlet
is converted into mechanical energy. To close the thermodynamic cycle, it is

necessary to liquefy the saturated steam under isobaric conditions in a condenser
(5 — 0) further downstream. The mechanical energy at the turbine shaft corre-
sponds to the difference between the heat supplied to the cycle g;, and the heat
removed (o, SO that the thermal efficiency of the Rankine cycle 74, cr can be

calculated from the following equation:

qm7|qout|
Mther =—— = 1-
m
superheater steam
turbine
flue gas
== 2
steam
generator condenser
b A 7
\\%

feedwater pump

TA 4
CP
2
Tm,in
+\\
7
Tm,out 5
7
+
>

Figure 6.3 Simplified view of a steam power plant process and the corresponding T, s-diagram.



6.2 Coal-Fired Steam Power Plants

To identify optimization potentials within the thermodynamic cycle, in the fol-
lowing the basic definition of the thermal efficiency of the Rankine cycle is converted
into an equivalent definition according to Carnot’s efficiency, which depends only
on the mean temperatures of the heat supplied and removed (Figure 6.3):

_ 1_ Tm‘out
Mth,cr T

m,in

To put it simply, these mean temperatures can be derived from the specific
enthalpies h and specific entropies s of the Rankine cycle by the following equations:

Gin (ha—h1) Gout (ho—hs)

Thin = = and Tpmout = =
T Asy (sa—s1) O Asour (S9—55)

In addition to applying a single reheat with an equal steam temperature as used for
the live steam and a multistage preheat train, the main potential for enhancing the
thermal efficiency can be seen in raising the mean temperature of the heat supplied to
the process by further increasing the live steam enthalpy (pressure and temperature).
The mean temperature corresponding to the heat removed from the cycle is primarily
determined by the available condenser pressure, which mainly depends on the
cooling water conditions prevailing at the site and hence can hardly be influenced by
process design improvements.

6.2.2
Configuration of Modern Steam Power Plants

Figure 6.4 shows a simplified diagram of a modern 600 °C supercritical steam power
plant. In this figure, the air/flue gas side and the water/steam side of a coal-fired
steam power plant with a power output of 600 MW, (gross) using best available
technology in 2004 are shown. This concept was developed as a result of an
engineering study for the German “Reference Power Plant North Rhine
Westphalia” [9], carried out in 2004 by the VGB PowerTech (European association
for power generation) with contribution of leading German power plant manufac-
turers and operators. The main scope of this study was the development of a modern
economic power plant concept with a net efficiency of more than 45%. The basic
concept of this power plant has been adopted almost unchanged to currently
projected or recently built 600 °C coal-fired power plants in Europe, however, with
an increased power output from 800 MW, to about 1100 MW,

Although the highest system pressure occurs in the HP part of the water/steam
cycle, in the following a short overview of the air/flue gas side of a coal-fired power
plant will also be given. At first, the coal is ground in a coal pulverizer and then is
pneumatically transferred, utilizing the preheated primary air as carrier gas, to the
main burners located in the steam generator furnace. In the steam generator, the
chemical energy of the pulverized coal is converted into heat by combustion and then
is transferred to different heating surfaces by means of radiant and convective
heat transfer to the water/steam side. Depending on the fuel type and national
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Figure 6.4 Simplified diagram of a modern 600 °C coal-fired steam power plant.

regulations, an SCR (selective catalytic reduction) reactor for the reduction of
nitrogen oxides (NO,) is placed before the air heater in the flue gas path. In the
air heater, the primary air and the secondary air are heated up to temperatures of
about 320-350 °Cand hence the flue gas is cooled down to approximately 115-160 °C,
depending on the coal’s sulfur content. The fly ash from the flue gas is almost
completely retained by an electrostatic precipitator, before the flue gas is transferred
by the induced draft fan into the flue gas desulfurization (FGD) plant. In the latter,
most of the sulfur dioxide (SO,) is removed by chemical absorption, before the
treated flue gas is released to the environment either through the stack or through the
cooling tower.

The water/steam side of a steam power plant normally consists of the following key
components:

e LP (low pressure) and HP (high pressure) preheat train
¢ Feedwater pump

o Flue gas heated HP and IP parts of the steam generator
e Steam turbine system (HP, IP, and LP turbines)

e Condenser for heat removal

At first, the condensate is extracted from the condenser at a pressure of about
2-6kPa, before being transferred by the condensate pump to the feedwater tank
through the four-stage LP preheat train. The LP preheat train represents the first
part of the preheat system, comprising a total of eight stages. For preheating
purposes, steam from the IP and LP turbines is extracted at different pressure
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levels. The extracted steam is first desuperheated and then condensed and sub-
cooled in different vertically or horizontally arranged shell-and-tube heat exchan-
gers, in which the condensate, flowing through the tubes, is preheated
simultaneously. After this, the condensate is directly supplied to the feedwater
tank. The feedwater tank is a steam-heated direct contact heater in which the water
is heated up to saturation at a corresponding vessel pressure of approximately 1.0—
1.2 MPa. Besides preheating of the condensate, the feedwater tank also serves the
following additional purposes: on the one hand, the majority of the noncondens-
able gases dissolved in the water are released and, on the other hand, it serves as a
storage vessel for the compensation of transient operation conditions in the water/
steam cycle, for which reason the tank is designed with a sufficient capacity.

From the feedwater tank, the condensate is led to one or two feedwater pumps in
parallel, in which the working fluid, which is now designated as feedwater, is
pressurized up to 35MPa and then flows through the HP preheat train directly
into the steam generator. Depending on the power plant’s operational mode and
power output, multistage centrifugal pumps are applied as feedwater pumps that are
driven either electrically or by a separate steam turbine (preferably in larger steam
power plants). The spray water for controlling the hot reheat steam temperature is
extracted from in-between these stages.

The HP preheat train consists of three heating condensers as well as one externally
located desuperheater for the first HP heating condenser, in which the steam
extracted from the HP and IP turbines is first desuperheated and then condensed
and subcooled for preheating the feedwater up to temperatures of about 290-320°C.
In addition to the HP preheat train shown in Figure 6.4, a primary air economizer is
also integrated parallel to the water/steam cycle, in which heat from the flue gas is
recovered by further preheating of a partial feedwater stream. In this concept, the
primary air is brought to a temperature as high as possible, hence the flue gas
temperature after the steam generator can be cooled further down by using the waste
heat for preheating. The extraction of water for the HP steam attemperator and live
steam temperature control is normally done after the last HP pre-heater.

Next, the feedwater is preheated further by flue gas in the economizer and
afterward evaporated and superheated up to 600 °C at a pressure of approximately
27-30MPa in the evaporator and in several SH (superheater) heating surfaces.
The live steam is then passed through the control valves, in which the pressure before
HP steam turbine is adjusted according to the operational mode of the power plant
(pressure reserve for frequency control, etc.). In the HP steam turbine, the live
steam is expanded to a pressure of typically around 5.5-6.5 MPa at temperatures of
approximately 340-370 °C and then is returned to the steam generator for reheating
of the steam to temperatures up to 600-620°C. The IP steam then is led to
the single or double-flow IP steam turbine, in which it is expanded to approximately
0.4-0.6 MPa. The IP exhaust steam is then passed through one or more crossover
pipes to two or three double-flow LP turbines, where the steam is expanded into
vacuum with a moisture content up to approximately 8-15%. Finally, the LP exhaust
steam is condensed in a water-cooled condenser located directly below the LP steam
turbine casing.
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6.3
Steam Generator

In coal-fired steam power plants, the steam generator represents the key component
for the heat transfer from the flue gas to the water/steam side of the thermodynamic
cycle. For this reason, in this part of the power plant, the highest process pressures
and temperatures are obtained in combination. In particular during load changes,
certain components in the HP section of the steam generator are exposed to both high
mechanical and thermal stresses, by varying process pressures and temperatures.
Since all components used in steam generators are designed for a lifetime of more
than 200 000 h, the proper selection and development of materials are of particular
importance. As a consequence of the live steam parameters increasing during the last
years, the main focus was placed on the steam generator membrane wall, the final SH
heating surface, and the final SH outlet header.

Besides describing the overall layout of today’s coal-fired steam generators for
steam parameters of up to 30 MPa/600 °C, in the following sections the design and
selection of materials for the just mentioned highly stressed components in steam
generators will be discussed in detail.

6.3.1
Steam Generator Design

Figure 6.5 shows the cross-sectional view of a modern hard coal-fired steam generator
with live steam temperatures of 600°C. As usual in Europe and particularly in
Germany, the steam generator is designed as tower-type boiler with a rectangular or
square-cut furnace cross section, in which the radiant and convective heating
surfaces are all arranged in a single pass. In the second pass of the steam generator,
the SCR reactor for the reduction of the NO,, emissions and the air heater are located.
Usually the steam generator is suspended directly from the boiler supporting grid, so
that the steam generator can expand freely in longitudinal direction during operation
(e.g., the downward thermal expansion of a lignite-fired steam generator with a
height of 160 m is around 800 mm). In Asia and Northern America, predominantly
two-pass steam generators are used, which are basically characterized by a low height
and a compact design but have some disadvantages due to horizontal thermal
expansions.

The steam generator’s furnace wall is designed as a gas-tight, welded membrane
wall (tube-fin-tube), cooled by water/steam, and serves as evaporator and SH heating
surface. All Flue gas heated heat exchangers in the convection area of the steam
generator are normally designed as in-line tubular bundle heat exchangers, sus-
pended from several hundreds of hanger tubes. For the realization of supercritical
steam parameters, modern steam generators are designed as once-through boilers,
in which the feedwater is preheated, evaporated, and superheated in one
way through, without using an additional circulation system for evaporation.
For steam generators with subcritical steam parameters, commonly used in indus-
trial applications or for waste heat recovery from gas turbine exhaust gases,
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Figure 6.5 Cross-sectional view of a hard coal-fired steam generator of a modern 600 °C power
plant (EnBW Kraftwerke AG: new build of unit 8 of Rheinhafen-Dampfkraftwerk power station,
Karlsruhe, Germany). Copyright: Alstom 2011.

predominantly drum-type boilers are used, in which the steam is evaporated by
natural or forced circulation.

The HP system of a steam generator consists of differently connected furnace wall
and convective tubular bundle heating surfaces, in which the feedwater is further
preheated, evaporated, and superheated, before being finally sent to the steam
turbine as live steam. At first, the preheated water is fed to the upper part of the
steam generator, where it is supplied to the economizer that represents the last
convective heating surface downstream along the flue gas path. There the feedwater
is preheated to a temperature of about 330-350°C, before being led downward
through connecting pipes to the furnace hopper. Regarding the low driving
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temperature difference between feedwater and flue gas in hard coal-fired boilers,
usually a fin tube economizer is used, made of low-alloy steel 16Mo3.

To avoid film boiling due to high heat fluxes in the evaporator, in smooth tubes a
minimum mass flux at the water/steam side of approximately 700-800 kg/(m”s)
must always be maintained. Hence, the lower part of the evaporator is designed as a
spiral wall consisting of several hundreds of inclined tubes, in which the water flows
upwards? while being evaporated. Alternatively, particularly Japanese-built steam
generators are designed with vertical internally riffled evaporator tubes for more than
10 years. This tube configuration impacts an additional rotation to the water/steam
stream, which leads to higher wetting and enhanced cooling of the tube inner wall at
lower part loads and thus enables lower water/steam mass fluxes, and due to that,
vertical tubing can be realized in the evaporator. When using smooth tubes, at around
half height of the steam generator, the spiral wall of the evaporator is converted into a
vertical tube wall using special transition pieces. The related reduction of the water/
steam mass flux can be done due to the lower heat fluxes in this area. At sliding
pressure operation and boiler loads that correspond to evaporator pressures below
the critical pressure of 22.1 MPa, the water along the evaporator membrane wall is
preheated, evaporated, and finally superheated. Between the load corresponding to
the critical pressure and the boiler once-through minimum load of around 40% for
this evaporator system, the location of the final point of evaporation varies. At loads
corresponding to pressures above the critical pressure, no phase change takes place
anymore. With respect to low medium temperatures in the lower part of the
membrane wall (lower part of the spiral tube wall), low-alloyed materials, like 16Mo3
and 13CrMo4-5 can be used. In the upper part of the membrane wall (vertical tube
wall), outlet temperatures of approximately 450480 °C are reached, so higher alloyed
materials must be used here.

At the end of the vertical tube wall, the water/steam mixture — or above once-
through minimum load only steam - is first collected and then supplied to the
separators, in which the water is separated from the steam and returned to the
economizer inlet. After passing through the separators, the steam is superheated in
counterflow via several hanger tubes supporting the tubular bundle heat exchangers
of the steam generator. At the end, the hanger tubes form the primary superheater
heating surface SH1 (applied materials here are, for example, T24 or HCM12). The
steam superheated to 500-520 °C is collected and then supplied to the next heating
surface SH2, which is located normally between the primary and secondary reheaters
RH1 and RH2 along the flue gas path. In SH2, which is made of materials like Super
304H, the steam is further superheated in counterflow to approximately 540-560 °C
before being sent to the final superheater heating surface SH3. The final SH heating
surface is located in an area of high flue gas temperatures and therefore is usually
arranged in parallel flow. In the outlet header, the steam parameters are about
27-30 MPa and 600-605 °C. Both the final SH tubes and the thick-walled final SH
outlet header are exposed to high pressures and the highest temperatures occurring
in the process, thus high-alloyed austenitic materials such as HR3C or Super 304H
are used for the final SH and the martensitic materials like P92 for the final SH outlet
header and live steam piping.
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After expanding the live steam in the HP turbine, the exhaust steam is returned to
the steam generator to be reheated to a temperature of 620°C in the intermediate
pressure system that consists of the primary and secondary reheaters RH1 and RH2.
To control the superheater and reheater outlet temperatures, spray coolers are located
between the bundle heat exchangers injecting preheated feedwater for desuperheat-
ing of the steam.

In Figure 6.6, the historical and recent developments in materials used for the
highly stressed components in steam generators, like the membrane wall, the final
SH tubes and the final SH outlet header are shown (see also Refs [9-11]). In the
membrane wall, only material without a postwelding heat treatment should be used.
While for live steam parameters up to about 27.5 MPa/580 °C, the steel 13CrMo4-5
was the highest alloyed material in 1995, the further raised steam parameters
demanded for new materials such as the European T24 or the Japanese T23 (HCM2S)
steels that shall not necessitate a heat treatment, either. The austenitic alloys well
known from power plants with steam parameters of 27.5 MPa/580 °C could still be
used as final SH tube materials for today’s 600°C power plants. However, with
respect to the maximum creep strength of the materials used, at steam parameters of
35MPa/700°C in the final SH and final SH outlet header, nickel alloys must be
applied. For the SH outlet header and the live steam piping of today’s 600 °C power
plants, in the 1990s martensitic alloys like P92 were developed and qualified.
Figure 6.7 shows the average creep strength values for 100000h, as function of
the material temperature, for selected alloys used in modern 600°C steam gen-
erators. For the design of steam generator components with a lifetime of 200 000h,
these creep strength values must be divided by a safety factor of 1.5, whereas 200
000 h values have to be divided by only 1.25.
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Figure 6.6 Development of different materials used in steam generators, shown against the
evolution in the corresponding live steam and reheat steam parameters.
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Figure 6.7 Average 100000 h creep strength values of selected materials used in current steam
generators of the 600 °C power plant class.

6.3.2
Membrane Wall

Modern steam generators are designed exclusively with welded membrane walls. In
order to avoid hydrogen-induced stress corrosion cracking, according to former
German TRD 201, the hardness of 350 HV 10 should not be exceeded in the heat-
effected zones of the membrane wall welds. For higher-alloyed materials than
10CrMo09-10, this was only possible by means of a heat treatment, after the welding
process has been completed. According to the former German regulations, this heat
treatment was required also for the material 10CrMo09-10, due to the temperatures
existing in the wall. Although itis possible to carry out this subsequent heat treatment
in the workshop, it raises some practical problems during erection and repair.
Therefore, materials are preferred for the construction of the membrane wall that do
not require a subsequent heat treatment. On the basis of the material 13CrMo4-5,
used before 2000 in membrane walls, and the usual temperature additions, a limit
value of approximately 435°C for a tube outside diameter of 38 mm and a wall
thickness of 6.3 mm results for the design of the maximum steam temperature in the
wall. If a larger wall thickness is selected, this limit value can be increased to about
450°C [10, 12].

For steam parameters of 26 MPa/590 °C, the temperatures at the transition from
spiral to vertical wall are not higher than those in the walls of plants built in the
1990s [12]. Under these steam conditions, the spiral wall can therefore still be built
from the material 13CrMo4-5. In the area of the vertical tubes above the transition,
however, allowable limits may be exceeded, since in this area of the steam generator, a
considerable heat radiation at relatively high steam temperatures is present.

Thus, it becomes evident that the membrane wall was one of the limiting parts in
case of a further increase of the steam parameters. The measures mentioned below,
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which all aim at reducing the medium temperature in the wall, help to counteract this
effect to a more or less high degree:

e Minimization of the injection mass flow in the superheater system, in order to
increase the mass flow through the membrane wall.

e Use of a flue gas recirculation.

¢ Reduction of the feedwater temperature.

¢ Reduction of the fin tube economizer with a simultaneous, clear enlargement of
the reheater heating surface and maintaining the flue gas temperature down-
stream of the economizer.

o Increase of the furnace outlet temperature.

With increased steam parameters, the medium temperature also increases in the
steam generator membrane wall, so that the limitation for the exclusive application of
13CrMo4-5 was reached and finally even exceeded when coming to the 600 °C power
plant technology. For this reason, it was necessary to develop new evaporator
materials with higher creep strength values, which do not require a postwelding
heat treatment during construction. Results of this development were the new
materials T23 and T24, which can be used with temperatures up to approximately
50 K higher than 13CrMo4-5. The material T24 (7CrMoVTiB10-10) is used in nearly
all European 600 °C steam generators shortly before commissioning and has to
demonstrate within the next years its qualification as furnace wall material.

6.3.3
Final Superheater Heating Surface

The 100 000 h creep strength average values of the austenitic tube materials generally
used today as well as of the formerly used martensitic material X20CrMoV11-1 are
shown in Figure 6.8. It can be seen that the austenitic material Super 304H has
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Figure 6.8 Average 100000 h creep strength values of selected steels utilized in the past and today
in the final SH heating surfaces.
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the same strength values as the X20CrMoV11-1 used until the mid-1990s at 100
120K higher design temperatures. Besides the strength, the flue gas sided high-
temperature corrosion and the steam-sided oxidation of the used material also have
an impact on the design of the heating surface at high steam parameters.

The resistance against high-temperature corrosion on the flue gas side strongly
depends on the tube material used and thus is primarily influenced by its chrome
content. Therefore, in the final SH heating surface of current steam generators with
parameters of 30 MPa/600°C, solely austenitic materials with high chromium
content are used, such as Super 304H or HR3C.

Due to higher steam temperatures, the rate of oxidation on the steam side of heated
tubes also increases. The interior oxide layer leads to a deterioration of the heat
transmission, causing a further increase of the tube wall temperature, which in
turn may produce both a higher creep strength damage and, in particular, also a
reinforced high-temperature corrosion. As for high-temperature corrosion, in this
case also higher chrome contents result in improvements.

However, this advantage of austenitic over martensitic materials generally applies
only to base-load operation of the steam generator. In case of operation with daily
start-ups and shutdowns, the austenitic steels can show worse corrosion properties
than the martensitic ones. The resulting higher corrosion rates can be explained by
the large difference between the thermal expansion coefficients of the austenitic tube
material and of the oxide deposits, which lead to spalling of the oxide layer and thus
result in an increased corrosive attack.

6.3.4
Final Superheater Outlet Header and Live Steam Piping

Due to the higher steam parameters, the design of the SH outlet header leads to larger
wall thicknesses and thus considerable restrictions of the load change rate during
start-up. One possibility to reduce the necessary wall thickness is to select austenitic
materials. However, these have the disadvantage of showing a worse temperature
change behavior than the martensites, due to the higher thermal expansion coef-
ficient and the lower thermal conductivity, if the wall thickness is the same. These
relations are shown qualitatively in Figures 6.9 and 6.10. In these diagrams, the
header wall thickness on the one hand and the rate of temperature change at the
beginning of the cold start-up on the other hand are presented against the SH outlet
temperature, for the SH outlet pressures of 26 and 30 MPa. In this case, the materials
examined are X20CrMoV11-1, P91 (X10CrMoVNb9-1), and austenite X3CrNi-
MoBN17-13-3 (1.4910). For the material X20CrMoV11-1 at an outlet pressure of
30 MPa, the maximum allowable SH outlet temperature of 548 °C is already exceeded
(see also Figure 6.7). With P91, the outlet temperature can be increased to about
572 °C. With the austenite 1.4910, even for 30 MPa/600 °C the diameter ratio limits
according to the regulations are still not reached [12, 13].

Due to the considerably increased wall thicknesses, the martensites lose their
advantage over the austenites in terms of the allowable rate of temperature change. At
600 °C, this rate amounts for P91 only half the value for the austenite. Therefore, the
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following conclusions can be drawn from Figures 6.9 and 6.10 for the SH outlet

header:

¢ Compared to X20CrMoV11-1, with P91 approximately 15-25 K, higher operating
temperatures can be realized. However, P91 is still no substitute for austenites at,
30 MPa/600°C.

o Despite the unfavorable physical properties of austenites (thermal expansion
coefficient and thermal conductivity) compared to ferritic/martensitic materials,
larger rates of temperature change can be realized during the start-up of the plant,
on account of the high creep strength at high temperatures.
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Figure 6.10 Acceptable rates of temperature change for the beginning of cold start-up for SH
outlet headers as function of the material, SH outlet temperature, and pressure [12].
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For economic reasons, in the development of new materials for next-generation
power plants since 2000, a fundamental requirement comprised the application of
nonaustenitic materials for the live steam piping. To protect at the same time the
thick-walled weld between the live steam piping and the final SH outlet header
against overstress due to differential thermal expansion of the materials used, the SH
outlet header had to be manufactured also from martensitic materials [11]. The SH
outlet header is equipped with martensitic connecting tubes so that the weld between
the austenitic SH heating surfaces and the martensitic SH outlet headers is done via
these tubes and therefore with comparatively small welds that show less problems
due to differential thermal expansions of the applied materials.

For power plants built since 2000 with steam parameters of 27.5 MPa/580 °C and
power plants currently under construction with parameters of 30 MPa/600 °C, new
martensitic materials for the final SH outlet header and the live steam piping had to
be developed. While the martensitic material E911 (X11CrMoWVNDb9-1-1), with
creep strength values comparable to P91 (Figure 6.7), has its application limit at
steam parameters of approximately 27.5 MPa/580 °C, the newly qualified martensitic
P92 is barely applicable to steam parameters up to 30 MPa/600°C [10]. For this
reason, in currently planned or recently built power plants in Europe, the material
P92 (X10CrWMoVNDb9-2) is applied predominantly, for both the final SH outlet
header and the live steam piping. However, for the further increase of the steam
parameters up to 35 MPa/700 °C, nickel-based materials must be used.

6.4
High-Pressure Steam Turbines

In coal-fired steam power plants, the HP turbine and the high-pressure system of the
steam generator are exposed to the highest mechanical and thermal stresses
occurring in the process. Compared to the steam generator, the HP turbine is
exposed at 100% load to steam parameters slightly less heavily (due to temperature
imbalances of approximately 20K in the steam generator and losses in the steam
piping); however, in recently built or currently projected power plants, steam
temperatures of approximately 600 °C and pressures up to 28-29 MPa are reached.

6.4.1
Configuration of Modern Steam Turbines

Basically modern steam turbines consist of a HP, IP, and LP turbine, in which the
steam’s enthalpy is first converted into mechanical energy at different pressure levels
and subsequently into electrical energy in the generator. For large steam power
plants, two different concepts of shaft arrangement are to be distinguished, in
principle. Whereas in Europe large power plants are generally built in single-shaft
configuration (e.g., NiederauRem power station unit K, Germany, gross power
output 1012 MW,)), in Japan and Northern America the double-shaft arrangement
is widely used [14].
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Figure 6.11 Three-dimensional view of a modern steam turbine of Alstom with a gross power
output of approximately 1100 MW,,. Copyright: Alstom 2011.

In the single-shaft configuration (tandem compound, Figure 6.11), the HP, IP, and
LP turbines and the generator are all arranged in-line on the same turbine shaft,
which is operated at a rotation speed corresponding to the grid frequency of either 50
or 60Hz (3000 or 3600 1/min, respectively). Especially in Northern America and
Asia, in steam power plants with an output of about 1000 MW, the double-shaft
arrangement is mostly applied (cross-compound). Because the grid frequency of
60 Hz is slightly higher in these countries, the last LP turbine blades are exposed to
high mechanical stresses due to higher centrifugal forces. This has led in the pasttoa
limitation of the turbine blade length in the last LP stages. For this reason, the HP and
IP turbines as well as the double-flow LP turbines are arranged on separate turbine
shafts rotating at different speeds, each connected to a generator. The HP and IP
turbine shaft rotates at full grid frequency, whereas the LP turbine shaft rotates only
at half grid frequency (the power output of the HP—IP turbine shaft is approximately
60% of the overall output of the unit). Due to significantly lower LP turbine shaft
speed, assuming the same materials are used, the application of longer turbine blades
in the last stages of the LP turbine and thus a higher power output are possible. Both
turbine shafts are arranged parallel to each other and the IP exhaust steam is
conducted through crossover pipes to the LP turbines.

6.4.2
Design Features of High-Pressure Steam Turbines

Since for small- and medium-sized steam turbines with a power output up to
approximately 700-800 MW, in particular of Japanese origin, a combined casing for
both the HP and IP turbine stages can be found, for coal-fired power plants with a
single unit output up to 1000-1100 MW, predominantly separate casings are utilized.
For the HP turbine, almost all turbine manufacturers apply a single-flow configuration,
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Figure 6.12 Three-dimensional view of a Siemens high-pressure steam turbine for 600°C
application. Copyright: Siemens ac 2011.

yielding compact HP turbine designs. However, the Japanese turbine manufacturer
Mitsubishi Heavy Industries uses for power plants with an output of approximately
1000 MW, a double-flow design for the HP turbine and all other steam turbines (cross-
compound). Figures 6.12 and 6.13 show typical HP steam turbines used in current
600 °C power plants, manufactured by Siemens and Alstom.

Basically steam turbines are double-shelled with a separate inner and outer casing.
The inner casing primarily serves as thermoelastic guide blade carrier and in
combination with the turbine rotor and the first stage turbine blades are exposed
to highest thermal stresses. Although the inner casing at the turbine inlet section is
subjected to the full system pressure of up to 28-29 MPa, the mechanical stresses are
much lower because of the exhaust steam pressure of approximately 6 MPa outside
the inner casing. The outer casing is stressed at significantly lower temperatures,
mainly by the pressure difference of the HP exhaust steam and the ambient pressure.

For outer casings of modern HP turbines, fundamentally two different types can be
distinguished. While worldwide nearly all turbine manufacturers use a horizontally
split HP turbine design with an axial flange and made of cast steel, the turbine maker
Siemens applies a vertically split barrel-type design (also made of cast steel) so that the
inner casing is fixed to the outer casing on the periphery along with a screwed cover.
Major advantage of a barrel-type steam turbine is that the basic design of the outer
casing is rotationally symmetric and thin-walled, which is expected to be beneficial in

Figure 6.13 Longitudinal section of a high-pressure steam turbine of the European manufacturer
Alstom. Copyright: Alstom 2011.
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terms of asymmetric deformation and thermal stressing during operation. During
temperature changes, particularly in thick-walled areas of the steam turbine, high
thermal stresses and deformations can result, limiting the power plant’s load
gradient during start-up and shutdown.

In modern HP steam turbines, the live steam is admitted by the control valves
directly or through short connecting pipes to the first turbine stage located downstream
of the turbine inlet section. To equalize the temperature profile inside the turbine inlet
section, the steam is swirled by proper measures. For this reason, in HP steam turbines
of the European turbine maker Alstom, the live steam is supplied by two spiral-shaped
steam admissions to the turbine inlet section, so that the steam can be mixed
sufficiently. The inner casing or guide blade carrier of modern HP turbines consists
of two halves normally made of 9-12% chromium steel for application in 600 °C steam
power plants. Both halves are fitted into the turbine outer casing and are fixed finally
with either screws or shrink rings. The application of shrink rings is a design feature of
the turbine maker Alstom specifically, which in contrast to an inner casing fixed by
screws has the advantage of being rotationally symmetric and thin-walled. Equivalent to
the barrel-type turbine design of Siemens, this design is expected to have advantages
for the power plant’s start-up, shutdown, and load changes due to lower thermal
stresses. If HP steam extraction for preheating of the feedwater is provided, the steam
is extracted between the turbine stages and flows to the corresponding pre-heater
through extraction steam pipes. Depending on the prevalent material temperatures,
the outer casing is manufactured in all thermally highly stressed sections of the
steam turbine from 9-12% chromium steel and, for example, thermally lower stressed
areas (e.g., exhaust area) from lower alloyed chromium steel [15].

The rotating part of the steam turbine comprises the turbine rotor, including the
rotor blades. The whole steam turbine blading consists of several stages, each
comprising guide blades suspended in the inner casing and rotor blades fixed
directly on the turbine rotor. By diverting the steam flow in the guide blades, a
tangential force is induced at the rotor blades, which causes the rotation of the turbine
rotor. After the application of powerful computer systems in the 1990s, the non-
twisted blades were replaced by blades with a three-dimensional optimized profile.
The blades are project-specific and manufactured by cutting from a single piece. For
600 °C power plants, the first-stage thermally highly stressed turbine blades are made
of, for example, austenitic materials, whereas at lower steam temperatures, further
downstream martensitic alloys are used instead [16]. The rotors of modern steam
turbines are either forged from a single piece or are manufactured by welding
different forged sections together. The latter was introduced by the turbine manu-
facturer Alstom in the past. The welded rotor design has the advantage of applying
differently alloyed materials to the rotor sections, according to the local thermal
stresses prevailing, provided that these materials can be welded satisfactorily. For
600 °C power plants, in these thermally highly stressed sections of the steam turbine,
usually 9-10% chromium steels are utilized [15, 16].

Because of the high pressure inside the steam turbine casing, a special shaft
sealing arrangement must be applied between the outer casing and the turbine rotor.
Typically, contactless and wear-free labyrinth seals are used, which have the
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disadvantage of a small leakage steam mass flow through the sealing. Recently, the
application of, alternative brush seal designs is being investigated further, to
significantly reduce this seal leakage.

6.5
Summary and Outlook

Also in the future it is expected that a large part of the power generation will be based
on coal-fired steam power plants. Compared to other fossil fuels, coal has a high
contentof carbon, so thatthis technologyleads to high specific CO, emissions. For this
reason, currently two different strategies of CO, reduction are considered. Besides
pre- or postcombustion capture of the CO,, the efficiency of the steam power plant
must be increased significantly at the same time. In most modern steam power plants
in Japan, Europe, and China, currently net efficiencies up to approximately 46%
(based on lower heating value LHV) are obtained, with live steam parameters of
30 MPa/600°C. The goal of increasing the net efficiency of coal-fired steam power
plants to more than 50% can primarily only be reached by a further increase of the live
steam parameters up to, for example, 35 MPa/700 °C. Regarding the 200 000 h creep
strength values, the alloyed materials used today in power plants are no longer
sufficient for such increased steam parameters. Thus, in the last years in Europe,
various research projects (e.g., AD 700 and COMTES 700) have made efforts in the
development and qualification of new materials for the application in steam gen-
erators and HP and IP steam turbines. The further increase of live steam
temperatures up to 700 °C essentially affects the steam generator in the selection of
materials for membrane wall tubes, final SH tubes, as well as thick-walled components
likethefinal SH outletheader. Thesecomponentsaresubjecttothehigheststressesinthe
steam power plant process and are exposed simultaneously to both high pressures and
hightemperatures. Comparedtothesteamgeneratorcomponents,the HPsteamturbine
is subjected to slightly lower pressures and temperatures. In comparison to the
components used in the steam generator, relatively thick-walled structures for turbine
rotor and casing (inner and outer casing) are used in the HP steam turbine. Particularly
during load changes, these materials are stressed by high pressure and temperature
gradients. Because the 9-12% chromium steels used today donothaveasufficientcreep
strengthandoxidationresistancefor steamtemperaturesabove 600 °C, theapplicationof
nickel alloys for the highly stressed sections of both the steam generator and the HP
turbine is currently being investigated.
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High-Pressure Application in Enhanced Crude Oil Recovery
Philip T. Jaeger, Mohammed B. Alotaibi, and Hisham A. Nasr-El-Din

7.1
Introduction

7.1.1
Principal Phenomena in Oil and Gas Reservoirs

A Drief introduction to the reservoir conditions from geological aspects will help in
understanding the role of pressure in oil and gas reservoirs.

Petroleum is originally formed from insoluble organic matter called kerogen by
pyrolysis under elevated temperatures up to 150 °C. Different factors contributed to
the migration of fluids that are composed of alkanes and aromatics (Table 7.1).
Cracking of long alkane chains into volatile components, such as methane, leads to
pressure buildup in the reservoir. High reservoir temperatures (200 °C) also enhance
the pressure accumulation under certain circumstances [1].

Each factor in Table 7.1 is thoroughly discussed in view of improving oil recovery
techniques at high-pressure conditions.

7.1.2
Reservoir Conditions

Each petroleum reservoir has its specific properties according to the type of reservoir
rock, its porosity, permeability, and conditions of temperature and pressure.
Figure 7.1 shows some general relations for rock formations qualitatively.

As seen from Figure 7.1, rock porosity decreases as pressure and temperature
increase along the depth. As a rule of thumb, the pressure increases at 0.1-0.25 bar/
m of the reservoir depth, depending on the specific gravity of the rock matrix and
whether the lithostatic or the hydrostatic pressure dominates the pressure profile. In
addition, the fluid pressure depends on the phase composition of the original
reservoir fluids.

Fluid saturation in reservoir rocks is divided into gas, oil, and water saturation;
water refers to formation water that is believed to be the original fluid in place before

Industrial High Pressure Applications: Processes, Equipment and Safety, First Edition. Edited by Rudolf Eggers.
© 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.

145



146

7 High-Pressure Application in Enhanced Crude Oil Recovery

Table 7.1 Factors that influence petroleum migration in oil and gas reservoirs.

Phenomenon/property Consequence

Overpressure due to dissolved gas Migration, fractures

Water in formation Buoyancy — migration upward
Capillary pressure Migration stops

Rock porosity Reservoir for petroleum

Rock permeability Pathway for petroleum

being partly displaced by hydrocarbons due to capillary forces and gravity. Mathe-
matically, the saturation is expressed in percentage of the volumetric storage capacity
of a reservoir rock being occupied by the respective fluid. The respective saturation
values sum up to give 100% [2]. In reservoir engineering, permeabilities are often
related to the saturation giving relative values. Determination of the original
hydrocarbon saturation, also referred to as the original oil in place (OOIP), is decisive
for the efficiency of the exploitation of the respective reservoir.

Carbonates and sandstones are the dominating reservoir rocks. About 50% of the
total oil reservoirs are found in carbonate rock formations (dolomite and lime-
stones) [3]. In general, carbonates exhibit porosities of less than 10% and conse-
quently less permeability than sandstones, but economical interesting production
flow rates are achieved due to natural fractures that are commonly present in this type
of rock. Sandstone reservoirs show a large range of texture regarding grain sizes,
packing, and mineral composition, which affects the cement mineralogy. As a
consequence, the porosity of sandstone formations varies to a great extent having
influence on the saturation and on the permeability. Sandstone compaction leads to a
10-20% diminishing in porosity at depths of 2—3 km. Not only the texture of the solid
phase but also the properties of the fluid mixture depend on the reservoir pressure,
which will be discussed in the following section with more focus on the thermal

P
— > |
Surface |
T Porosity,
Depth P molecular size
5km |
T | 180°C

Figure 7.1 Typical conditions in hydrocarbon reservoirs depending on depth below surface.
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physical properties such as phase behavior, density, viscosity, and transport
properties.

7.2
Fundamentals

7.2.1
Miscibility at Elevated Pressures

As shown in Section 7.1.1, pressure buildup in a reservoir is due to the cracking of
longer alkane chains into volatile components that are dissolved in the liquid
phase according to the pressure generated simultaneously. Under static condi-
tions of pressure and temperature, a vapor-liquid equilibrium is established. This
equilibrium is disturbed as a result of fluid migration to new areas that show
different conditions. Since migration usually occurs in the direction of decreasing
pressure, solubility will be lowered until reaching the saturation pressure.
According to the thermodynamic equilibrium, small-chain molecules will be
released from the liquid phase mainly composed of high condensables at this
point forming bubbles of a gas phase consisting of volatile hydrocarbons. This
saturation condition is called bubble point and depends on the specific chemical
composition of the petroleum. Above the bubble point pressure or minimum
miscibility pressure (MMP), the fluid mixture forms one single phase. Below this
pressure, a free gas phase will be formed and a new equilibrium state will be
established between the gas phase and the liquid phase. Different methods exist
for determining phase behavior, the application of which depends on the specific
aim. One of the most common methods is the pressure-volume—-temperature
(PVT) test of the reservoir fluid [4]. This test is applied to simulate the depletion
conditions of the reservoir. The apparatus used for PVT tests consists of a high-
pressure view chamber with a variable but well-known volume. The reservoir fluid
that is composed of one single homogeneous phase, including a dissolved gas (life
oil), is placed inside the chamber at reservoir conditions. The pressure is reduced
gradually by enhancing the volume at constant total mass until a second phase is
formed. Volume, pressure, and temperature are recorded from which density data
are retrieved. An interesting measure for reservoir engineering is the gas
formation volume factor B, which may be determined by venting the gas formed
after having reduced the pressure. Therefore, an expansion valve is opened
simultaneously reducing the volume isobarically until all gas is expelled. The
difference in volume resembles the gas formed at a defined pressure. Formation
of the gas phase is often retarded due to nucleation effects leading to oversat-
uration of the liquid.

Further methods for determining the MMP are rising bubble apparatus (RBA) [5]
or vanishing interfacial tension (VIT) [6]. These tests are also carried out in high-
pressure view chambers preferably containing tongue-shaped windows for visual-
izing changing levels of the participating fluid phases. Figure 7.2 shows an
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B
TR G

Figure 7.2 Equipment for determining the MMP from optical determination.

equipment for observation of phase behavior especially focused on determination of
the MMP.

MMP tests are not limited to reservoir fluid mixtures, rather they may include
fluids used for miscible or partly miscible flooding in enhanced oil recovery (EOR),
which is described in more detail below. Efficiency of these processes depends very
much on the miscibility of these fluids under reservoir conditions. Oil with higher
contents in lighter and intermediate hydrocarbons (C7-C12) show lower miscibility
pressures. Carbon dioxide is the most miscible fluid among the gases that are
commonly applied in EOR. Whereas in the case of a moderately heavy oil (API 26°)
complete miscibility with nitrogen is generally far from being achieved at 60 MPa and
130°C, the same oil may mix with CO, in a homogeneous phase already below
20 MPa.

7.2.2
Physical Chemical Properties of Reservoir Systems at Elevated Pressures

The physical properties that affect the high-pressure processes are changed due to
two reasons: (i) mechanical effect of high pressure, and (ii) increased mutual
solubilities of the two adjacent phases at high pressure. The physical properties
(such as density, viscosity, and interfacial tension) have an impact on the multiphase
flow, phase separation, and process efficiency. Diffusivity and wetting characteristics
are related to the properties mentioned, and thus also subject to alterations.
Equipment available for experimental determination of physicochemical quantities
at elevated pressures are also described in Chapter 14.

7.2.2.1 Density
The densities of the adjacent fluid phases at elevated pressures may vary considerably
compared to atmospheric conditions due to the mechanical compressibility and
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Table 7.2 Different possibilities of determining density under reservoir conditions.

Method Working principle Application Remarks
PVT Absolute volume Crude oil Experimental error
considerable
Vibrating tube Resonance frequency Oil with dissolved Calibration required
gas
Interferometry Interferometric Science Sophisticated, single
pattern phase
Magnetic balance Archimedes Gas-liquid Absolute, precise
Optical detection Archimedes Gas-liquid Simple, less precise

mutual solubility. The density of both contacting phases may be measured by
different methods, as listed in Table 7.2.

Occasionally, the so-called API gravity (American Petroleum Institute gravity) is
used in order to differentiate between heavy and light oils. The definition is given by

°API = 141.5/API4—131.5

where APl is the specific gravity at 60 °F (15.6°C).
Crude oils are generally classified as follows:

Heavy oils
Normal oils
Light oils

API < 20°
API 20-40°
API > 40°

A density of 1g/cc equals an API of 10°.

A common method for measuring the mixture density of liquid hydrocarbons,
containing dissolved gases like methane or carbon dioxide, is the vibrating tube being
adapted into a phase equilibration cycle or the Archimedes principle using a
microbalance, both shown in Figure 7.3.

Thermostating bath

Load cage

Sinker

(for lifting the sample)

? Microbalance

<«— Permanent magnet

Tl CO, reservoir

Figure7.3 Experimental setup for determining the density of liquid—gas mixtures by the oscillating
tube and the Archimedes principle under reservoir conditions described in Ref. [7].
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Figure 7.4 Density of n-pentane—CO,, T=300 K. Fluid phase from Ref. [8]; liquid phase: own data.

The advantage of the Archimedes principle is the possibility of measuring the
density under saturation conditions. Any bubbles that are formed under these
conditions will disturb the measurements in the oscillating tube. Figure 7.4 shows
the density of n-pentane saturated with CO, as the pressure is increased.

Itis clear that mixing of CO, with n-pentane at low pressures does not cause much
variation in density. At elevated pressures, the liquid density is considerably
increased even though the density of pure CO, is much lower. Complete miscibility
is achieved at 6.3 MPa where the densities of both phases become equal.

7.2.2.2 Rheology

The viscosity is a relevant rheological property in oil recovery when injecting fluids for
oil displacement. If the viscosity of the displacing fluid is too low, fingering and
bypassing may occur. For determining viscosity, a number of methods exist depend-
ing on the type of fluid of interest. Table 7.3 gives an overview of possible methods and
their applications.

Although crude oils may have large viscosities depending on the content in long-
chain hydrocarbons especially asphaltenes, they usually still behave as Newtonian
fluids. Recently, the so-called viscoelastic surfactants (VES) are increasingly studied
for being applied in enhanced oil recovery in order to facilitate hydrocarbon flow
toward the oil well. This class of substances shows a non-Newtonian behavior as a
result of a highly concentrated solution of long-chain surfactants that are entangled
within each other. [9]. In Ref. [10], the viscoelastic behavior of weak gel systems was
investigated by quantifying the elastic and loss modulus and validating their behavior
in view of applicability in EOR. The respective polymer solution is injected into the
reservoir after conventional water flooding. In the first place, some of the remaining
oil is displaced due to the higher viscosity. Within the reservoir, cross-linking is
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Table 7.3 Overview of possibilities of measuring viscosity under reservoir conditions.

Method Working principle Application Remarks
Rolling ball Stokes flow of a sphere: Newtonian fluids, Experimental
falling time moderate viscosity uncertainty
Rising bubble Rising time Liquids Experimental error
due to mobile
interface
Capillary flow Poiseuille flow: Newtonian fluids, Simple
pressure drop wide range of viscosity
Oscillating crystal Damping of Process viscosimeter ~ Robust
oscillation
Rotation Shear flow within a channel: Newtonian/non- Costly
viscosimeter required torque Newtonian

fluids (e.g., polymeric
solutions, VES)

initialized that induces an elastic behavior of the flooding fluid and blocks the pores.
In subsequent water flooding, elevated pressures are applied until the loss modulus
starts to dominate inside the larger pores forcing the main stream to take this way and
displacing even more of the remaining oil.

7.2.2.3 Interfacial Tension

The interfacial tension is an important quantity having influence on the migration of
liquids in small pores due to capillarity, that is, the additional pressure difference
induced by curvature of fluid surfaces due to the specific wetting behavior and the
interfacial tension. Since 1930s, the pendant drop method is known for determining
the interfacial tension from drop shapes that are generated within a view chamber at
elevated pressures. For decades, experimental values were subject to fairly high errors
due to analogous photographic images and an empirical evaluation method by means
of a selected plane [11]. The API still recommended the pendant drop method using
this evaluation method in 1990 [12]. Later, electronic data processing allowed to
digitalize drop images and thereby solve the theoretical equation of a drop profile
exactly meeting the physical laws [13]. In Figure 7.5, experimental data on interfacial
tension are depicted in systems showing partial or complete miscible depending on
the conditions of operation.

Figure 7.5 shows a clearly decreasing interfacial tension at enhanced pressures.
In the case of higher mutual miscibility, this effect is more pronounced. For instance,
in n-pentane—CO,, the interfacial tension rapidly decreases and finally vanishes at the
MMP at around 6.7 MPa.

7.2.2.4 Wetting

The wetting behavior is an important issue in EOR. Next to the interfacial tension is
the capillarity in small pores of the rock formations that is influenced by the wetting of
the inner pore surfaces. The wetting is characterized by the so-called three-phase
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Figure 7.5 Interfacial tension of n-pentane in compressed gas atmospheres — own data.

contact angle ® (Figure 7.6). This contact angle is associated with the interfacial
tension by Young’s equation [14]:

Osolid, fl = Olig, f1€08 6 + Ogolid, liq

This relationship may also be interpreted as a balance of forces in a horizontal
direction between the interfacial tension o0g, the solid—(drop) liquid interfacial
energy 0g), and the solid—(surrounding) fluid interfacial energy osq. From the
surface tension and contact angle, the surface energy of solids in ambient air
atmosphere can be deduced by applying Young’s law to a series of experimentally
determined values of contact angle and surface tension using adequate regression
procedures [15]. In the condensed gas atmosphere, first attempts exist for obtaining
the respective data of solid—fluid interfacial energies [16]. In general, wettability is
only insignificantly affected by the pressure itself as long as no gases are present. In
cases of gases being dissolved in the liquid phases, interfacial tension changes
dramatically, and thus also leads to alterations in wettability. Extensive work has been
published on wetting in reservoir systems mainly being restricted to investigation of
single effects like temperature [17], pressure [18], and aging [19]. The effect of
dissolved gases has been studied mainly in ideal systems [20]. In Ref. [7], some

O

st

Figure 7.6 Contact angle and interfacial energies acting at the three-phase contact.
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Table7.4 Contactangle of a crude oil drop in seawater under CO, pressure and at 50 °C — own data.

Rock type Pressure (MPa) Contact angle (°)
Limestone 5.51 93
Sandstone 5.51 133
Calcium carbonate crystal (smooth) 5.51 123

12.40 115

19.29 112

20.67 111

wetting data of a crude oil-seawater—-CO, system on different types of rock surfaces
are shown. Further data on contact angles are summarized in Table 7.4.

An increasing gas pressure leads to a slightly decreasing contact angle, as was also
found in Ref. [16]. In cases of liquid-liquid systems and in the absence of any gases,
an increasing contact angle with rising pressures was found, which may be due to the
fact that the solid surface energies are almost not affected. Hence, a decreasing
interfacial tension will result in an increasing contact angle fulfilling Young’s
equation. In general, decreasing salt concentrations result in enhanced water wetting
as was found in Ref. [21].

7.2.2.5 Diffusivity

The diffusivity of gases in liquids plays a role in gas injecting systems, when
displacing an oil phase or expanding the oil by gas dissolution. In Figure 7.7, the
amount of CO, entering crude oil is depicted as a function of time.
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Figure 7.7 Determination of the diffusion coefficient by adapting the theoretical approach to the
experimental sorption kinetics. Crude oil inside a cylindrical containment in CO, atmosphere,
4 MPa, 40°C — own data.
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The absorption kinetics may be described as follows [22]:

oC\ _10( o€
o) “ror\"or

By varying the diffusion coefficient until the theoretical approach coincides with the
experimental values, the diffusion coefficient is determined. At 4 MPa and 40°C, a
diffusivity of 3.6 x 10 ®m?/s is obtained.

7.2.2.6 Permeability
Permeability is an important property of rock formations, depending to a great extent
on its porosity as shown qualitatively in Figure 7.8.

The permeability results as a product of the diffusivity or mobility of the reservoir
fluid and its saturation, the content of the fluid within the formation. The perme-
ability is determined using core flooding equipment and differential pressure
transducers for detecting the parameters necessary for evaluation according to
Darcy’s law for laminar flow:

. B
Mco, = 7QC02ACYIZ grad (P)

where M co, is the CO, mass flow, 7 is the dynamic viscosity, Bis the bed permeability,
and A is the cross-sectional area of the cylinder. The unit of the permeability is
mainly referred to as “milli-Darcy” or “md.”

In order to determine the permeability of a solid, a fluid, usually water, is passed
through the solid bed or core sample located in a cylindrical autoclave and sealed
toward the inner walls of the vessel in order to inhibit leakages (Figure 7.9). In a
certain range of mass flow and corresponding pressure drop, a definite value of
permeability can be calculated.

At porosities of 18-20%, permeabilities of 150-200 md were found for Berea
sandstone rocks. In limestones of 4% porosity, permeabilities of 30 md and less have
been reported [21]. As arule of thumb, a reservoir can produce oil without stimulation
in case the permeability is higher than 10 md. Above 1 md, gases may be produced,
while for recovery of oil the reservoir will require stimulation below 10 md.

A
Permeability
200 md +
_
20md + —~
2% 20%
1 1 »

Porosity

Figure 7.8 Permeability as a function of rock porosity.
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Figure 7.9 Experimental setup for determining the permeability of core samples.

7.3
Enhanced Oil Recovery

The fluid mixture in a reservoir usually contains small-chain hydrocarbons that are
dissolved within the liquid phase at the elevated pressures and temperatures being
present in the formation. In fact, pressure buildup is closely related to the presence of
volatile compounds. When starting to exploit the reservoir, the pressure drops until
reaching a certain value from where onward free gas can start to be formed from a
thermodynamical viewpoint. This pressure is referred to as the bubble point pressure
or minimum miscibility pressure (Section 7.2.1). Thermodynamically, the liquid
phase will be oversaturated below this pressure and unless the first nuclei are formed,
the gas will remain dissolved. This delay in nucleation is caused by the change in
vapor pressure at a curved fluid interface described by the Kelvin equation. From the
viewpoint of a gas inside a bubble, this pressure adds up to the overall system
pressure and may achieve considerable values in cases of very small radii of curvature.
During primary recovery, the natural pressure resulting from the expanding gas expels
the oil into the wellbore, which is also named “dissolved gas drive” [23]. The gas
saturation of the reservoir starts to increase until reaching a critical value because gas
bubbles coalesce, starting to hamper oil production while the gas itself breaks through
being driven out of the reservoir instead of the liquid oil. From this moment onward,
artificial lift techniques such as pumps and compressors are required in order to bring
the oil to the surface. In sum, only about 10-15% of a reservoir’s original oil in place
(OOIP) is typically produced during primary recovery.

155



156

7 High-Pressure Application in Enhanced Crude Oil Recovery

Secondary recovery techniques comprise injection of water in order to displace the
oil and gas injection for maintaining the pressure of the reservoir. The cumulative
yield of the primary and secondary oil recovery amounts to 38—43% according to
Ref. [24]. Success of this technique is mainly limited due to unfavorable wetting
conditions. Especially in case of heavy oils, its high viscosity inhibits satisfactory
yields merely using water for displacement. Due to the small viscosity ratio, the
so-called “fingering” of the water at the water—oil interface is observed reducing the
displacement effect.

Some confusion exists on the use of the expression “enhanced oil recovery” which
is increasingly replaced by “improved oil recovery.” Enhanced oil recovery refers to a
general way of enhancing oil production by artificial means that can take place as
improved primary, secondary (advanced secondary recovery(ASR)), or tertiary recov-
ery, that is, tertiary recovery always means enhanced recovery, while the same
techniques of EOR can also be applied in secondary recovery. In order to overcome
the drawbacks and insufficiencies of the former recovery techniques, these were
extended toward the tertiary (enhanced) oil recovery starting in the 1960s. In the
meantime, about 3% of the world’s oil production originates from EOR [25]. These
methods offer prospects for ultimately producing more than 60% of the reservoir’s
original oil in place. Three major categories of EOR have been found to be
commercially successful to varying degrees. The use of aqueous solutions also
comprises the use of chemical agents, gas injection, and thermal treatment. The
particular method applied can also be a mixture of the mentioned effects. For
example, autoignition makes use of gas injection in order for combustion to take
place. As a consequence of the subsequent thermal effect, the viscosity of heavy oil is
lowered supporting its flow toward the wellbore.

A method for simulating the EOR process and testing achievable recoveries is the
slim tube experiment. The displacing fluid and the operating conditions are pre-
selected using results from IFT, rising bubble, and wetting experiments described
above. A narrow tube is filled with milled rock (sand) that is saturated with the
respective oil. The displacing fluid is passed through the tube at the selected
operating conditions. A typical setup of the slim tube experiment is shown in
Figure 7.10.

Another widespread method is the core flooding experiment on a core sample
of normally about 40 mm diameter and up to 500 mm length. The equipment
used for this type of investigation is identical with the one shown in Figure 7.9.
The core sample, for example, sandstone, is previously saturated with brine.
Afterward oil is passed through the rock until no water is driven out of the sample
any longer, resembling the irreducible water saturation. The test consists in
passing a fluid designated for reservoir flooding (e.g., brine and ca